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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Managing Editor

IJACSA

Volume 9 Issue 12 December 2018

ISSN 2156-5570 (Online)

ISSN 2158-107X (Print)

©2013 The Science and Information (SAI) Organization

(i)

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 12, 2018

Editorial Board
Editor-in-Chief

Dr. Kohei Arai - Saga University
Domains of Research: Technology Trends, Computer Vision, Decision Making, Information Retrieval,
Networking, Simulation

Associate Editors

Chao-Tung Yang

Department of Computer Science, Tunghai University, Taiwan

Domain of Research: Software Engineering and Quality, High Performance Computing, Parallel and Distributed
Computing, Parallel Computing

Elena SCUTELNICU
“Dunarea de Jos" University of Galati, Romania
Domain of Research: e-Learning, e-Learning Tools, Simulation

Krassen Stefanov

Professor at Sofia University St. Kliment Ohridski, Bulgaria

Domains of Research: e-Learning, Agents and Multi-agent Systems, Artificial Intelligence, Big Data, Cloud
Computing, Data Retrieval and Data Mining, Distributed Systems, e-Learning Organisational Issues, e-Learning
Tools, Educational Systems Design, Human Computer Interaction, Internet Security, Knowledge Engineering and
Mining, Knowledge Representation, Ontology Engineering, Social Computing, Web-based Learning Communities,
Wireless/ Mobile Applications

Maria-Angeles Grado-Caffaro
Scientific Consultant, Italy
Domain of Research: Electronics, Sensing and Sensor Networks

Mohd Helmy Abd Wahab
Universiti Tun Hussein Onn Malaysia
Domain of Research: Intelligent Systems, Data Mining, Databases

T. V. Prasad

Lingaya's University, India

Domain of Research: Intelligent Systems, Bioinformatics, Image Processing, Knowledge Representation, Natural
Language Processing, Robotics

(i)

www.ijacsa.thesai.org



Aakash Ahmad Abbasi
Abbas Karimi

Abbas M. Al-Ghaili
Abdelghni Lakehal
Abdul Aziz Gill

Abdul Homid Mohamed Ragab
Abdul Karim Assaf ABED
Abdul Razak

Abdul Wahid Ansari
Abdur Rashid Khan
Abeer Mohamed ELkorany
ABRAHAM VARGHESE
Adebayo Omotosho
ADEMOLA ADESINA
Aderemi A. Atayero
Adi A. Maaita

Adnan Ahmad

Adrian Nicolae Branga
Ahmad A. Al-Tit
Ahmad A. Saifan
Ahmad Hoirul Basori
Ahmad Mousa Altamimi
Ahmed Boutejdar
Ahmed Nabih Zaki Rashed
Ahmed S.A AL-Jumaily
Ahmed Z. Emam
Ajantha Herath

Akram Belghith

Alaa F. Sheta

Albert Alexander S
Alci-nia Zita Sampaio
Alexane Bouénard

ALl AMER ALWAN

(IJACSA) International Journal of Advanced Computer Science and Applications,

Ali Asghar Pourhaiji Kazem
Ali Homzeh

Ali Ismail Awad

Ali Mustafa Qamar
Alicia Menchaca Valdez
Altaf Mukati

Aman Chadha

Amin Ahmad Shagrah
amine baina

Amir HAJJAM EL HASSANI
Amirrudin Kamsin
Amitava Biswas

Amjad Gawanmeh
Anand Nayyar

Anandhi Mohanraj Anu
Andi Wahju Rahardjo Emanuel
Anews Samrgj

Anirban Sarkar

Anita Sofia V' §

Anju Bhandari Gandhi
Anouar ABTOY
Anshuman Sahu
Anthony Nosike Isizoh
Antonio Dourado
Antonio Formisano
ANUAR BIN MOHAMED KASSIM
Anuj Kumar Gupta
Anuranjan misra
Appasami Govindasamy
Arash Habibi Lashkari
Aree Ali Mohammed
Arfan Jaffar

ARINDAM SARKAR
(iii)

www.ijacsa.thesai.org

Vol. 9, No. 12, 2018

Reviewer Board Members

Aris Skander Skander
Arun D Kulkarni

Arun Kumar Singh

Arvind K Sharma
Asadullah Shaikh

Asfa Praveen

Ashok Matani

Ashraf Hamdy Owis

ASIM TOKGOZ

Asma Cherif

Asoke Nath

Athanasios Koutras

Ayad Ghany Ismaeel
Ayman EL-SAYED

Ayman Shehata Shehata
Ayoub BAHNASSE

Ayush Singhal

Azam Moosavi
Babatunde Opeoluwa Akinkunmi
Bae Bossoufi
Balasubramanie Palanisamy
BASANT KUMAR VERMA
Basem M. ElHalawany
Basil Hamed

Basil M Hamed

Basim Aimayahi

Bestoun S. Ahmed

Bhanu Kaushik

Bhanu Prasad Pinnamaneni
Bharti Waman Gawali
Bilian Song

Binod Kumar

Bogdan Belean



Bohumil Brinik
Bouchaib CHERRADI
Brahim Raouyane
Branko Karan

Bright Keswani

Brij Gupta

C Venkateswarlu Venkateswarlu
Sonagiri

Chanashekhar Meshram
Chaoo Wang

Choo-Tung Yang
Charlie Obimbo

Chee Hon Lew

CHERIF Med Adnen
Chien-Peng Ho

Chun-Kit (Ben) Ngan
Ciprian Dobre
Constantin Filote
Constantin POPESCU
CORNELIA AURORA Gyorddi
Cosmina lvan

Cristina Turcu
Dai-Gyoung Kim

Daniel Filipe Albuguerque
Daniel loan Hunyadi
Daniela Elena Popescu
Danijela Efnusheva
Dariusz Jakdbczak
Deepak Garg

Devena Prasad
DHAYAR

Dheyaa Kadhim

Diaa Salama Dr

Dimitris Chrysostomou
Dinesh Kumar Saini

Dipti Durgesh Patil

(IJACSA) International Journal of Advanced Computer Science and Applications,

Divya Kashyap

Djilali IDOUGHI
Dong-Han Ham
Dragana Becejski-Vujaklija
Duck Hee Lee
Duy-Huy NGUYEN
Ehsan Mohebi

El Sayed A. Mahmoud
Elena Camossi

Elena SCUTELNICU
Elyes Maherzi

Eric Tutu Tchao

Eui Chul Lee

Evgeny Nikulchev
Ezekiel Uzor OKIKE
Fabio Mercorio

Fadi Safieddine

Fahim Akhter

Faizal Khan
FANGYONG HOU

Faris Al-Salem

fazal wahab karam
Firkhan Ali Hamid Ali
Fokrul Alom Mazarbhuiya
Fouad AYOUB
Francesco FP Perrotta
Frank AYO Ibikunle
Fu-Chien Kao

G R Sinha

Gahangir Hossain

Galya Nikolova Georgieva-
Tsaneva

Gamil Abdel Azim
Ganesh Chandra Deka
Ganesh Chandra Sahoo

Gaurav Kumar
(iv)

www.ijacsa.thesai.org

Vol. 9, No. 12, 2018

George D. Pecherle
George Mastorakis
Georgios Galatas
Gerard Dumancas
Ghalem Belalem Belalem
gherabi noreddine
Giacomo Veneri

Giri Babu

Goraksh Vithalrao Garje
Govindarajulu Salendra
Grebenisan Gavril
Grigoras N. Gheorghe
Guandong Xu

Gufran Ahmad Ansari
Gunaseelan Devargj
GYORODI ROBERT STEFAN
Hadj Hamma Tadjine
Haewon Byeon

Haibo Yu

Haiguang Chen

Hamid Ali Abed AL-Asadi
Hamid Mukhtar
Hamidullah Binol

Hanan Elazhary

hanan habbi

Hany Kamal Hassan

Harco Leslie Hendric SPITS
WARNARS

HARDEEP SINGH
Hariharan Shanmugasundaram
Harish Garg

Hazem I. El Shekh Ahmed |. El
Shekh Ahmed

Heba Mahmoud Afify
Hela Mahersia

Hemalatha SenthilMahesh



Hesham G. Ibrahim
Hikmat Ullah Khan
Himanshu Aggarwal
Hongda Mao

Hossam Faris

Huda K. Kadhim AL-Jobori
Hui Li

HUseyin Oktay ERKOL
lorahim Adepoju Adeyaniju
Ibrahim Missaoui
lkvinderpal Singh
llayaraja Muthalagu
Imad Zeroual

Imed JABRI

Imran Ali Chaudhry
Imran Memon

IRFAN AHMED

ISMAIL YUSUF

iss EL OUADGHIRI

Iwan Setyawan

Jabar H Yousif

Jacek M. Czerniak

Jafar Ahmad Alzubi

Jai Singh W

JAMAIAH HAJI YAHAYA
James Patrick Henry Coleman

Jamil Abdulhamid Mohammed
Saif

Jatinderkumar Ramdass Saini
Javed Anjum Sheikh
Jayapandian N

Jayaram M A

Jerwinprabu A

JiZhu

Jia Uddin Jia

Jim Jing-Yan Wang

(IJACSA) International Journal of Advanced Computer Science and Applications,

John P Sahlin
JOHN S MANOHAR
JOSE LUIS PASTRANA
José Santos Reyes
Jui-Pin Yang
Jungu J Choi
Jyoti Chaudhary
Jyoti Gautam
K V.L.N.Acharyulu
Ka-Chun Wong
KamatchiR
Kamran Kowsari
KANNADHASAN SURITYAN
KARTHIK MURUGESAN
KASHIF MUNIR
Kashif Nisar
Kato Mivule
Kayhan Zrar Ghafoor
Kennedy Chinedu Okafor
KHAIRULLAH KHAN KHAN
Khaled Loukhaoukha
Khalid Mahmood
Khalid Nazim Sattar Abdul
Khin Wee Lai
Khurram Khurshid
KIRAN SREE POKKULURI
KITMAPORN CHOOCHOTE
Kohei Arai
Kottakkaran Sooppy Nisar
kouki Mohamed
Krasimir Yankov Yordzhev
Krassen Stefanov Stefanov
Krishna Kishore K V
Krishna Prasad Miyapuram
Labib Francis Gergis
Lalit Garg

v)

www.ijacsa.thesai.org

Vol. 9, No. 12, 2018

LATHA RAJAGOPAL

Lazar Voijislav Stosic

Le Li

Leanos A Maglaras

Leon Andretti Abdillah

Lijian Sun

Liming Luke Chen

Ljubica B. Kazi

Ljubomir Jerinic

Lokesh Kumar Sharma

Long Chen

M A Rabbani

M. Reza Mashinchi

M. Tarig Banday

Madihah Mohd Saudi
madijid khalilian

Mahdi H. Miraz

Mahmoud M Abd Ellatif
Mahtab Jahanbani Fard
Majharoddin Kazi Kazi
majzoob kamal aldein omer
Malack Omae Oteri

Malik Muhammad Saad Missen
Mallikarjuna Reddy Doodipala
Man Fung LO

Manas deep

Manisha Gupta

Manju Kaushik

Manmeet Mahinderjit Singh
Manoharan P.S.

Manoj Manoj Wadhwa
Manpreet Singh Manna
Manuj Darbari

Marcellin Julius Antonio Nkenlifack
Marek Reformat

Maria-Angeles Grado-Caffaro



Marwan Alseid
Mazin S. Al-Hakeem
Md Ruhul Islam

Md. Al-Amin Bhuiyan
Mehdi Bahrami
Mehdi Neshat
Messaouda AZZOUZI
Milena Bogdanovic

Miriampally Venkata
Raghavendra

Mirjana Popovic
Miroslav Baca
Moamin Mahmoud
Moeiz Miraoui

Mohamed AbdelNasser
Mohamed Mahmoud

Mohamed Salah SALHI
Mohamed A. El-Sayed

Mohamed Abdel Fatah
Ashabrawy

Mohamed Ali Mahjoub
Mohamed Eldosoky

Mohamed Hassan Saad Kaloup
Mohamed Najeh LAKHOUA
Mohamed SOLTANE Mohamed
Mohammad Abdul Qayum
Mohammad Ali Badamchizadeh
Mohammad Azzeh
Mohammad H. Alomari
Mohammad Haghighat
Mohammad Jannati
Mohammad Zarour

Mohammed Abdulhameed Al-
shabi

Mohammed A. Akour
Mohammed Ali Hussain

Mohammed Sadgal

(IJACSA) International Journal of Advanced Computer Science and Applications,

Mohammed Shamim Kaiser
Mohammed Tawfik Hussein
Mohd Ashraf Ahmad

Mohd Helmy Abd Wahab
Mokhtar Beldjehem

Mona Elshinawy

Monir Kaid

Mostafa Mostafa Ezziyyani

Mouhammd sharari sharari
alkasassbeh

Mounir Hemam

Mourad Amad

Mudasir Manzoor Kirmani
Mueen Uddin

Muhammad Adnan Khan
Muhammad Abdul Rehman
Muhammad Asif Khan

Muhammad Hafidz Fazli Bin Md
Fauadi

Muhammad Naeem
Muhammad Saeed
Muniba Memon
MUNTASIR AL-ASFOOR
Murphy Choy

Murthy Sree Rama Chandra
Dasika

MUSLIHAH WOOK
Mustapha OUJAOURA
MUTHUKUMAR S SUBRAMANY AM
N.Ch. Sriman Narayana lyengar
Nadeem Akhtar
nafiul alam siddique
Nagy Ramadan Darwish
Najeed Ahmed Khan
Naijib A. Kofahi
Namrata Dhanda
Nan Wang

(vi)

www.ijacsa.thesai.org

Vol. 9, No. 12, 2018

Naseer Ali Alquraishi
Nasrollah Pakniat
Natarajan Subramanyam
Natheer Gharaibeh
Nayden V. Nenkov
Nazeeh Ghatasheh
Nazeeruddin Mohammad
Neeraj Kumar Tiwari
NEERAJ SHUKLA

Nestor Velasco-Bermeo
Nguyen Thanh Binh

Nidhi Arora

NILAMADHAB MISHRA
Nilanjan Dey

Ning Cai

Niraj Singhall
Nithyanandam Subramanian
Nizamud Din

Noura Aknin

Obaida M. Al-Hazaimeh
Olawande Justine Daramola
Oliviu Matei

Om Prakash Sangwan
Omaima Nazar Al-Allaf
Omar A. Alzubi

Omar S. Gomez

Osama Ali Awad

Osama Omer

Ouchtati Salim

Ousmane THIARE

P.V. Praveen Sundar
Paresh V Virparia
Parminder Singh Kang
PAUL CELICOURT

Peng Xia

Ping Zhang



Piyush Kumar Pareek
Poonam Garg
Prabhat K Mahanti
PRASUN CHAKRABARTI
Praveen Kumar
PRISCILLA RAJADURAI

PROF DURGA PRASAD SHARMA (
PHD)

Purwanto Purwanto
Qaisar Abbas

Qifeng Qiao

Rachid Saadane
Radwan R. Tahboub
raed Kanaan

Raghuraj Singh

Rahul Malik

Raja Ramachandran

raja sarath kumar boddu
Rajesh Kumar

Rakesh Chandra Balabantaray
Rakesh Kumar Dr.
Ramadan Elaiess

Ramani Kannan

RAMESH MUTHUSAMY
RAMESH VAMANAN

Rana Khudhair Abbas Ahmed
Rashad Abdullah Al-Jawfi
Rashid Sheikh

Ratnesh Litoriya

Ravi Kiran Varma P

Ravi Prakash

RAVINA CHANGALA
Ravisankar Hari

Rawya Y. Rizk

Rayed AIGhamdi

Reshmy Krishnan

(IJACSA) International Journal of Advanced Computer Science and Applications,

Reza Fazel-Rezai

Reza Ghasemy Yaghin Dr Reza
Ghasemy Yaghin

Riaz Ul-Amin

Ricardo Angelo Rosa Vardasca
Ritaban Dutta

Rodica Doina Zmaranda
Rohini Ravi

Rohit Raja

Roopali Garg

roslina ibrahim

Ruchika Malhotra

Rutvij H. Jhaveri

SAADI Slami

Sachin Kumar Agrawal
Sagarmay Deb

Sahar Abd EI_RAhman Ismail
Said Ghoniemy

Said Jadid Abdulkadir
Sajal Bhatia

Saman Hina

SAMSON OLUWASEUN FADIYA
Sanam Shahla Rizvi
Sandeep R Reddivari
Sangeetha SKB

Sanskruti V Patel

Santosh Kumar

Sasan Adibi

Sattar Bader Sadkhan
Satyena Prasad Singh
Sebastian Marius Rosu
Secui Dinu Calin

Seema Shah

Seifedine Nimer Kadry
Selem Charfi

SENGOTTUVELAN P
(vii)

www.ijacsa.thesai.org

Vol. 9, No. 12, 2018

Senol Piskin
SENTHIL P Prof
Sérgio André Ferreira

Seyed Hamidreza Mohades
Kasaei

Shadi Mahmoud Atalla
Shafiqul Abidin

Shahab Shamshirband
Shahanawaj Ahamad
Shaidah Jusoh

Shaiful Bakri Ismail

Shailesh Kumar

Shakir Gayour Khan

Shashi Dahiya

Shawki A. Al-Dubaee
Sheeraz Ahmed Dr.

Sheikh Ziauddin

Sherif E. Hussein

Shishir Kumar

SHOBA MOHAN

Shriniwas Vasantrao Chavan
Shriram K Vasudevan
Siddeeg Ameen
Siddhartha Jonnalagadda
Sim-Hui Tee

Simon L. R. Vrhovec

Simon Uzezi Ewedafe
Sinisa Opic

Sivakumar Poruran
sivaranjani reddi

Slim BEN SAOUD

Sobhan Roshani

Sofien Mhatli

sofyan Mohammad Hayajneh
Sohail Jabbar

Sri Devi Ravana



Sudarson Jena
Sudipta Roy

Suhail Sami Owais Sami Owais
Owais

Suhas J Manangi
SUKUMAR SENTHILKUMAR
SUleyman Eken

Sumazly Sulaiman

Sumit Goyal

Sunil Phulre

Suparerk Janjarasjitt
Suresh Sankaranarayanan
Surya Narayan Panda

Susarla Venkata Ananta Rama
Sastry

Suseendran G

Suxing Liu

Syed Asif Ali

T C.Manjunath

TV Narayana rao Rao
T. V. Prasad

Taghi Javdani Gandomani
Taiwo Ayodele

Talal Bonny

Tamara Zhukabayeva
Taner Tuncer

Tanvi Banerjee
Tanweer Alam

Tanzila Saba

TAOUFIK SALEM SAIDANI
Tarek Fouad Gharib

tarig ahmed

(IJACSA) International Journal of Advanced Computer Science and Applications,

Taskeed Jabid

Tasneem Bano Rehman
thabet Mohamed slimani
Totok R. Biyanto

Touati Youcef

Tran Xuan Sang
TSUNG-CHUAN MA
Tsvetanka Georgieva-Trifonova
Uchechukwu Awada
Udai Pratap Rao

Urmila N Shrawankar

V Baby Deepa

Vaidas Giedrimas

Vaka MOHAN

Venkata Raghavendran
Chaluvadi

VENKATESH JAGANATHAN
Vijay Bhaskar Semwal
Vijayarani Mohan S
Vijendra Singh

Vinayak K Bairagi
VINCE PAUL A

Visara Urovi

Vishnu Narayan Mishra
Vitus S.W. Lam

VNR SAIKRISHNA K
Voon Ching Khoo
VUDA SREENIVASARAO
Wali Khan Mashwani
Wei Wei

Wei Zhong

Wenbin Chen

(viii)

www.ijacsa.thesai.org

Vol. 9, No. 12, 2018

Wenzhao Zhang
Wichian Sittiprapaporn
Xi Zhang

Xiao Zhang

Xiaojing Xiang
Xiaolong Wang
Xunchao Hu

Y Srinivas

Yanping Huang
Yao-Chin Wang
Yasser M. Alginahi
Yaxin Bi

Yi Fei Wang

YI GU

Yihong Yuan

Yilun Shang

Yu Qi

Zacchaeus Oni Omogbadegun
Zaffar Ahmed Shaikh
Zairi Ismael Rizman
Zarul Fitri Zaaba
Zeki Yetgin

Zenzo Polite Ncube
ZHENGYU YANG
Zhigang Yin

Zhihan Lv

Zhixin Chen

Zia Ur Rahman Zia
Ziyue Xu

Zlatko Stapic
Ine-Jung Lee

Zuraini Ismail



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 12, 2018

CONTENTS

Paper 1: Validation of the Proposed Hardness Analysis Technique for FPGA Designs to Improve Reliability and Fault-
Tolerance

Avuthors: Abdul Rafay Khatri, Ali Hayek, Josef B orcs "ok
PAGE1-8

Paper 2: Utilization of a Neuro Fuzzy Model for the Online Detection of Learning Styles in Adaptive e-Learning Systems
Authors: Luis Alfaro, Claudia Rivera, Jorge Luna-Urquizo, Elisa Castaneda, Francisco Fialho
PAGE9 -17

Paper 3: An Optimal Control Load Demand Sharing Strategy for Multi-Feeders in Islanded Microgrid

Authors: Muhammad Zahid Khan, Muhammad Mansoor Khan, Xu Xiangming, Umar Khalid, Muhammad Ahmed
Usman Rasool

PAGE 18 — 25

Paper 4: Modeling of the Consensus in the Allocation of Resources in Distributed Systems
Authors: Federico Agostini, David L. La Red Martinez, Julio C. Acosta
PAGE 26 - 36

Paper 5: 3D Printing of Personalized Archwire Groove Model for Orthodontics: Design and Implementation
Authors: Gang Liu, He Qin, Haiyan Zhen, Bin Liu, Xiaolong Wang, Xinyao Tao
PAGE 37 - 41

Paper 6: Software vs Hardware Implementations for Real-Time Operating Systems
Avuthors: Nicoleta Cristina GAITAN, loan Ungurean
PAGE 42 - 45

Paper 7: A Two-Level Fault-Tolerance Technique for High Performance Computing Applications
Avuthors: Aishah M. Aseeri, Mai A. Fadel
PAGE 46 - 54

Paper 8: Sensual Semantic Analysis for Effective Query Expansion
Authors: Muhammad Ahsan Raza, M. Rahmah, A. Noraziah, Mahmood Ashraf
PAGE 55 - 60

Paper 9: Reading the Moving Text in Animated Text-Based CAPTCHAs
Avuthors: Syed Safdar Ali Shah, Riaz Ahmed Shaikh, Rafaqat Hussain Arain
PAGE 61 - 64

Paper 10: Improvement of the Vertical Handover Decision and Quality of Service in Heterogeneous Wireless Networks
using Software Defined Network

Authors: Fatima Laassiri, Mohamed Moughit, Noureddine Idboufker
PAGE 65 -72

Paper 11: The Utilization of Feature based Viola-Jones Method for Face Detection in Invariant Rotation

Authors: Tioh Keat Soon, Abd Samad Hasan Basari, Nuzulha Khilwani Ibrahim, Burairah Hussin, Ariff Idris,
Noorayisahbe Mohd Yaacob, Mustafa Aimahdi Algaet, Norazira A. Jalil

PAGE73-78

(ix)

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 12, 2018

Paper 12: A Correlation based Approach to Differentiate between an Event and Noise in Internet of Things
Avuthors: Dina EIMenshawy, Waleed Helmy
PAGE79 -83

Paper 13: An Improvement of Peformance Handover in Worldwide Interoperability for Microwave Access using Software
Defined Network

Authors: Fatima Laassiri, Mohamed Moughit, Noureddine Idboufker
PAGE 84 - 88

Paper 14: Cryptography using Random Rc4 Stream Cipher on SMS for Android-Based Smartphones
Authors: Rifki Rifki, Anindita Septiarini, Heliza Rahmania Hatta
PAGE 89 - 93

Paper 15: Improvement of the Handover and Quality of Service on Software Defined Wireless Networks
Authors: Fatima Laassiri, Mohamed Moughit, Noureddine Idboufker
PAGE 94 - 98

Paper 16: A Mapping Approach for Fully Virtual Data Integration System Processes
Authors: Ali Z. El Qutaany, Osman M. Hegazi, Ali H. El Bastawissy
PAGE99-111

Paper 17: Automation of Combinatorial Interaction Test (CIT) Case Generation and Execution for Requirements based
Testing (RBT) of Complex Avionics Systems

Avuthors: P Venkata Sarla, Balakrishnan Ramadoss
PAGE112-121

Paper 18: Smart Surveillance System using Background Subtraction Technique in loT Application
Avuthors: Norharyati binti Harum, Mohanad Faeq Ali, Nurul Azma Zakaria, Syahrulnaziah Anawar
PAGE 122 -128

Paper 19: The Degree to which Private Education Students at Princess Nourah Bint Abdulrahman University have Access
to Soft Skills from their Point of View and Educational Body

Authors: Saeb Kamel Allala, Ola Mohy Aldeen Abusukkar
PAGE 129 - 140

Paper 20: FTL Algorithm using Warm Block Technique for QLC+SLC Hybrid NAND Flash Memory
Avuthors: Wanil Kim, Seok-Bin Seo, Jin-Young Kim, Se Jin Kwon
PAGE 141 -144

Paper 21: Energy-Efficient Security Threshold Determination Method for the Enhancement of Interleaved Hop-By-Hop
Avuthentication

Avuthors: Ye Lim Kang, Tae Ho Cho
PAGE 145 -149

Paper 22: WordNet based Implicit Aspect Sentiment Analysis for Crime Identification from Twitter
Authors: Hajar El Hannach, Mohammed Benkhalifa
PAGE 150-159

Paper 23: 3D Mapping based-on Integration of UAV Plaiform and Ground Surveying

Avuthors: Muhammad Yazid Abu Sari, Abd Wahid Rasib, Hamzah Mohd Ali, Abdul Razak Mohd Yusoff,
Muhammad Imzan Hassan, Khairulnizam M.Idris, Asmala Ahmad, Rozilawati Dollah

PAGE 160168

)

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 12, 2018

Paper 24: Triangle Shape Feature based on Selected Centroid for Arabic Subword Handwriting
Authors: Nur Atikah Arbain, Mohd Sanusi Azmi, Azah Kamilah Muda, Amirul Ramzani Radzid, Azrina Tahir
PAGE 169-173

Paper 25: Efficient Reduction of Overgeneration Errors for Automatic Controlled Indexing with an Application to the
Biomedical Domain

Avuthors: Samassi Adama, Brou Konan Marcellin, Gooré Bi Tra, Prosper Kimou
PAGE 174-178

Paper 26: Optimizing the Behaviour of Web Users Through Expectation Maximization Algorithm and Mixture of Normal
Distributions

Authors: R. Sujatha, D. Nagarajan, P. Saravanan, J. Kavikumar
PAGE 179 - 181

Paper 27: Application of Fuzzy Analytical Hierarchy Process based on Geometric Mean Method to Prioritize Social
Capital Network Indicators

Authors: Vy Dang Bich Huynh, Phuc Van Nguyen, Quyen Le Hoang Thuy To Nguyen, Phong Thanh Nguyen
PAGE 182 -186

Paper 28: Position-based Selective Neighbors
Authors: Sofian Hamad, Taoufik Yeferny, Salem Belhaj
PAGE 187 -197

Paper 29: Comparative Study of Data Sending Methods for XML and JSON Models
Avuthors: Anca-Raluca Breje, Robert Gyérédi, Cornelia Gyérédi, Doina ZImaranda, George Pecherle
PAGE 198 — 204

Paper 30: Abnormal Region Extraction from MR Brain Images using Hybrid Approach
Avuthors: Nikhil Gala, Kamalakar Desai
PAGE 205 -210

Paper 31: Linear Intensity-Based Image Registration
Authors: Yasmin Mumtaz Ahmad, Shahnorbanun Sahran, Afzan Adam, Syazarina Sharis Osman
PAGE211-217

Paper 32: Using Game Theory to Handle Missing Data at Prediction Time of ID3 and C4.5 Algorithms
Avuthors: Halima Elaidi, Zahra Benabbou, Hassan Abbar
PAGE 218 — 224

Paper 33: Optimizing Power-Based Indoor Tracking System for Wireless Sensor Networks using ZigBee
Authors: Ahmad H. Mahafzah, Hesham Abusaimeh
PAGE 225 - 230

Paper 34: Heterogeneous Ensemble Pruning based on Bee Algorithm for Mammogram Classification

Authors: Ashwaq Qasem, Siti Norul Huda Sheikh Abdullah, Shahnorbanun Sahran, Dheeb Albashish, Rizuana
Igbal Hussain, Shantini Arasaratnam

PAGE 231 - 239
Paper 35: CNNSFR: A Convolutional Neural Network System for Face Detection and Recognition
Authors: Lionel Landry SOP DEFFO, Elie TAGNE FUTE, Emmanuel TONYE
PAGE 240 - 244
(xi)

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 12, 2018

Paper 36: A Proposed Methodology on Predicting Visitor's Behavior based on Web Mining Technique
Authors: Abdel Karim Kassem, Bassam Daya, Pierre Chauvet
PAGE 245 - 255

Paper 37: Lightweight and Optimized Multi-Layer Data Hiding using Video Steganography Paper
Authors: Samar Kamil, Masri Ayob Avuthors, Siti Norul Huda Sheikh Abdullah, Zulkifli Ahmad
PAGE 256 — 262

Paper 38: Hyper Parameter Optimization using Genetic Algorithm on Machine Learning Methods for Online News
Popularity Prediction

Authors: Ananto Setyo Wicaksono, Ahmad Afif Supianto
PAGE 263 — 267

Paper 39: Classification based on Clustering Model for Predicting Main Outcomes of Breast Cancer using Hyper-
Parameters Optimization

Avuthors: Ahmed Attia Said, Laila A.Abd-Elmegid, Sherif Kholeif, Ayman Abdelsamie Gaber
PAGE 268 — 273

Paper 40: Morphological Features Analysis for Erythrocyte Classification in IDA and Thalassemia
Avuthors: Izyani Ahmad, Siti Norul Huda Sheikh Abdullah, Raja Zahratul Azma Raja Sabudin
PAGE 274 - 280

Paper 41: Enhanced Analytical Hierarchy Process for U-Learning with Near Field Communication (NFC) Technology

Avuthors: Huzaifa Marina Osman, Manmeet Mahinderjit Singh, Manuel Serafin Plasencia, Azizul Rahman Mohd
Shariff, Anizah Abu Bakar

PAGE 281 - 290

Paper 42: Automation Lecture Scheduling Information Services through the Email Auto-Reply Application
Avuthors: Syahrul Mauluddin, Leonardi Paris Hasugian, Andri Sahata Sitanggang
PAGE 291 - 297

Paper 43: RSSI and Public Key Infrastructure based Secure Communication in Autonomous Vehicular Networks
Avuthors: K. Balan, L. F. Abdulrazak, A. S. Khan, A. A. Julaihi, S. Tarmizi, K. S. Pillay, H. Sallehudin
PAGE 298 — 304

Paper 44: Weighted Minkowski Similarity Method with CBR for Diagnosing Cardiovascular Disease
Avuthors: Edi Faizal, Hamdani Hamdani
PAGE 305-310

Paper 45: BYOD Implementation Factors in Schools: A Case Study in Malaysia

Authors: Yusri Hakim bin Yeop, Zulaiha Ali Othman, Siti Norul Huda Sheikh Abdullah, Umi Asma’ Mokhtar, Wan
Fariza Paizi Fauzi

PAGe311-317

Paper 46: A Schedule Optimization of Ant Colony Optimization to Arrange Scheduling Process at Certainty Variables
Avuthors: Rangga Sidik, Mia Fitriawati, Syahrul Mauluddin, A.Nursikuwagus
PAGE 318 - 323

Paper 47: Towards Secure Risk-Adaptable Access Control in Cloud Computing
Authors: Salasiah Abdullah, Khairul Azmi Abu Bakar
PAGE 324 - 330
(xii)

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 12, 2018

Paper 48: Shape based Image Retrieval Utilising Colour Moments and Enhanced Boundary Object Detection Technique
Avuthors: Jehad Q. Alnihoud
PAGE 331 -338

Paper 49: Evaluating the Applicability of a Social Content Management Framework: A Case Analysis
Authors: Wan Azlin Zurita Wan Ahmad, Muriati Mukhta, Yazrina Yahya
PAGE 339 — 345

Paper 50: An Efficient Rule based Decision Support System using Semantic Web Technology
Authors: Jawed Naseem, S. M. Aqil Burney, Nadeem Mehmood
PAGE 346 - 350

Paper 51: A Type-2 Fuzzy in Image Exiraction for DICOM Image
Authors: D. Nagarajan, M.Lathamaheswari, J.Kavikumar, Hamzha
PAGE 351 — 362

Paper 52: A Personalized Hybrid Recommendation Procedure for Internet Shopping Support
Authors: R. Shanthi, S.P. Rajagopalan
PAGE 363 - 372

Paper 53: Integration of REST-Based Web Service and Browser Extension for Instagram Spam Detection
Avuthors: Antonius Rachmat Chrismanto, Willy Sudiarto Raharjo, Yuan Lukito
PAGE 373 — 382

Paper 54: Speciral Efficiency of Massive MIMO Communication Systems with Zero Forcing and Maximum Ratio
Beamforming

Authors: Asif Ali, Imran Ali Qureshi, Abdul Latif Memon, Sajjad Ali Memon, Erum Saba
PAGE 383 — 388

Paper 55: Cluster Based Routing Protocols for Wireless Sensor Networks: An Overview
Authors: Muhammad Nadeem Akhtar, Arshad Ali, Zulfigar Ali, Muhammad Adnan Hashmi, Muhammad Atif
PAGE 389 - 396

Paper 56: An Empirical Investigation on a Tool-Based Boilerplate Technique to Improve Software Requirement
Specification Quality

Avuthors: Umairah Anuar, Sabrina Ahmad, Nurul Akmar Emran
PAGE 397 - 401

Paper 57: New 3D Objects Retrieval Approach using Multi Agent Systems and Artificial Neural Network
Avuthors: Basma Sirbal, Mohcine Bouksim, Khadija Arhid, Fatima Rafii Zakani, Taoufig Gadi
PAGE 402 - 408

Paper 58: Multi- Atiributes Web Objects Classification based on Class-Attribute Relation Patterns Learning Approach
Authors: Sridhar Mourya, P.V.S. Srinivas, M. Seetha
PAGE 409 -416

Paper 59: Improved Design of an Adaptive Massive MIMO Spherical Antenna Array

Avuthors: Mouloud Kamali, Adnen Cherif
PAGE 417 - 423

(xiii)

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 12, 2018

Paper 60: Monitoring, Detection and Control Techniques of Agriculture Pests and Diseases using Wireless Sensor Network:
A Review

Authors: S.Azfar, A .Nadeem, A.B. Alkhodre, K.Ahsan, N. Mehmood, T.Alghmdi, Y.Alsaawy
PAGE 424 - 433

Paper 61: Improved Discrete Differential Evolution Algorithm in Solving Quadratic Assignment Problem for best Solutions
Authors: Asaad Shakir Hameed, Burhanuddin Mohd Aboobaider, Ngo Hea Choon, Modhi Lafta Mutar
PAGE 434 — 439

Paper 62: A Novel Image Encryption Approach for Cloud Computing Applications
Authors: Saleh ALTOWAIJRI, Mohamed AYARI, Yamen EL TOUATI
PAGE 440 — 445

Paper 63: Repetitive Control based on Integral Sliding Mode Control of Matched Uncertain Systems
Authors: Nizar TOUJENI, Chaouki MNASRI, Moncef GASMI
PAGE 446 — 455

Paper 64: Towards end-to-end Continuous Monitoring of Compliance Status Across Multiple Requirements
Avuthors: Danny C. Cheng, Jod B. Villamarin, Gregory Cu, Nathalie Rose Lim-Cheng
PAGE 456 — 466

Paper 65: Cloud Computing Auditing
Avuthors: Mohammad Moghadasi, Seyed Majid Mousavi, Gabor Fazekas
PAGE 467 — 472

Paper 66: Recommender System based on Empirical Study of Geolocated Clustering and Prediction Services for Botnets
Cyber-Intelligence in Malaysia

Authors: Nazri Ahmad Zamani, Aswami Fadillah Mohd Ariffin, Siti Norul Huda Sheikh Abdullah
PAGE 473 - 478

Paper 67: Cyber Romance Scam Victimization Analysis using Routine Activity Theory Versus Apriori Algorithm
Avuthors: Mohd Ezri Saad, Siti Norul Huda Sheikh Abdullah, Mohd Zamri Murah
PAGE 479 — 485

Paper 68: Deep Learning-Based Model Architecture for Time-Frequency Images Analysis
Authors: Haya Alaskar
PAGE 486 — 499

Paper 69: Construction of TVET M-Learning Model based on Student Learning Style
Authors: Azmi S, Mat Noor S.F, Mohamed H
PAGE 495 - 499

Paper 70: Recurrence Relation for Projectile Simulation Project and Game based Learning
Authors: Humera Tariq, Tahseen Jilani, Ebad Ali, Syed Faraz, Usman Amjad
PAGE 500 - 508

Paper 71: Embedded Feature Selection Method for a Network-Level Behavioural Analysis Detection Model

Authors: Mohammad Hafiz Mohd Yusof, Mohd Rosmadi Mokhtar, Abdullah Mohd. Zain, Carsten Maple
PAGE 509 - 517

(xiv)

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 12, 2018

Paper 72: Solving Dynamic Programming Problem by Pipeline Implementation on GPU
Avuthors: Susumu Matsumae, Makoto Miyazaki
PAGE 518 — 523

Paper 73: FPGA based Hardware-in-the-Loop Simulation for Digital Control of Power Converters using VHDL-AMS
Authors: Abdelouahab Djoubair Benhamadouche, Adel Ballouti, Farid Djahli, Abdeslem Sahli
PAGE 524 - 529

Paper 74: Partial Greedy Algorithm to Exiract a Minimum Phonetically-and-Prosodically Rich Sentence Set
Authors: Fahmi Alfiansyah, Suyanto
PAGE 530 -534

Paper 75: NB-loT Pervasive Communications for Renewable Energy Source Monitoring
Avuthors: Farooque Hassan Kumbhar
PAGE 535 — 541

Paper 76: The SMH Algorithm : An Heuristic for Structural Matrix Computation in the Partial Least Square Path Modeling
Authors: Odilon Yapo M. Achiepo, Edoete Patrice Mensah, Edi Kouassi Hilaire
PAGE 542 — 547

Paper 77: scaleBF: A High Scalable Membaership Filter using 3D Bloom Filter
Authors: Ripon Patgiri, Sanbuzima Nayak, Samir Kumar Borgohain
PAGE 548 — 553

Paper 78: Discovery of Corrosion Patterns using Symbolic Time Series Representation and N-gram Model

Avuthors: Shakirah Mohd Taib, Zahiah Akhma Mohd Zabidi, Izzatdin Abdul Aziz, Farahida Hanim Mousor,
Azuraliza Abu Bakar, Ainul Akmar Mokhtar

PAGE 554 - 5460

Paper 79: Impact of Android Phone Rooting on User Data Integrity in Mobile Forensics
Avuthors: Tahani Aimehmadi, Omar Batarfi
PAGE 561 -566

Paper 80: Neighbour-Cooperation Heterogeneity-Aware Traffic Engineering for Wireless Sensor Networks
Authors: Christopher Mumpe, Da Tang, Muhammad Asad, Muhammad Aslam, Jing Chen, Jinsi Zhu, Luyuan Jin
PAGE 567 - 576

Paper 81: A Proposed Model of Cloud based e-Learning for Najran University
Authors: Ibrahim Abdulrab Ahmed, Zakir Hussain
PAGE 577 - 582

Paper 82: Web Assessment of Libyan Government e-Government Services
Authors: Mohd Zamri Murah, Abdullah Ahmed Ali
PAGE 583 - 590

Paper 83: Swarm Eye: A Distributed Autonomous Surveillance System
Authors: Faisal Khan, Jérn Mehnen, Tarapong Sreenuch, Syed Alam, Paul Townsend
PAGE 591 - 600

Paper 84: A Review of Data Synchronization and Consistency Frameworks for Mobile Cloud Applications
Avuthors: Yunus Parvej Faniband, Iskandar Ishak, Fatimah Sidi, Marzanah A. Jabar
PAGE 601 -611

(xv)

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 12, 2018

Paper 85: Performance Evaluation WPAN of RN-42 Bluetooth based (802.15.1) for Sending the Multi-Sensor LM35 Data
Temperature and RaspBerry Pi 3 Model B for the Database and Internet Gateway

Authors: Puput Dani Prasetyo Adi, Akio Kitagawa
PAGE 612 - 620

Paper 86: Underwater Optical Fish Classification System by Means of Robust Feature Decomposition and Analysis using
Multiple Neural Networks

Authors: Mohcine Boudhane, Benayad Nsiri, Taoufiq Belhoussine Drissi
PAGE 621 - 630

(xvi)

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 9, No. 12, 2018

Validation of the Proposed Hardness Analysis
Technique for FPGA Designs to Improve Reliability
and Fault-Tolerance

Abdul Rafay Khatri', Ali Hayek?, Josef Borcsok?
Department of Computer Architecture and System Programming,
University of Kassel, Kassel, Germany

Abstract—Reliability and fault tolerance of FPGA systems is a
major concern nowadays. The continuous increase of the system’s
complexity makes the reliability evaluation extremely difficult
and costly. Redundancy techniques are widely used to increase
the reliability of such systems. These techniques provide a large
area & time overheads which cause more power consumption
and delay, respectively. An experimental evaluation method is
proposed to find critical nodes of the FPGA-based designs, named
“hardness analysis technique” under the proposed RASP-FIT
tool. After finding the critical nodes, the proposed redundant
model is applied to those locations of the design and the code is
modified. The modified code is functionally equivalent and is more
hardened to the soft-errors. An experimental set-up is developed
to verify and validate the criticality of these locations found by
using hardness analysis. After applying redundancy to those loca-
tions, the reliability is evaluated concerning failure rate reduction.
Experimental results on ISCAS’85 combinational benchmarks
show that a min-max range of failure reduction (14%-85%) is
achieved compared to the circuit without redundancy under the
same faulty conditions, which improves reliability.

Keywords—Dependability; fault injection; fault tolerance; reli-
ability; single event effects

I. INTRODUCTION

Field Programmable Gate Array (FPGA) has been involved
in various applications in the last couple of decades, such as
aerospace, biomedical instrumentation, safety-critical systems,
and spacecraft, due to their remarkable features. These features
include parallelism, reconfiguration, separation of functions,
self-healing capabilities, overall availability, low cost and low
design turn-around time [1]], [2]. Therefore, FPGA has be-
come the core of many embedded applications. SRAM-based
FPGA devices are sensitive to Single Event Effects (SEE),
which can be caused by various sources, such as a-particles,
cosmic rays, atmospheric neutrons, heavy-ion radiations and
electromagnetic radiations (x-rays or gamma rays) [2], [3]], [4].
When a charged particle hits a critical node of FPGA-based
design, it generates the transient pulse which can produce a
bit-flip effect. This phenomenon is known as Single Event
Upsets (SEU). The failure rate for a component or system is
the number of failures that occur per unit time.

Verilog HDL is one of the most widely used languages
for implementing the design structure for Application Specific
Integrated Circuit (ASIC) and FPGA-based designs [3]. Ver-
ilog HDL describes designs in various abstraction style, for
example, gate, data-flow, and behavioural levels. For small

designs, gate abstraction style is used, and testing & veri-
fication processes can directly and easily be applied to the
designs. At this level, designs look more similar to the actual
hardware design. For large designs, data-flow and behavioural
abstraction styles are adopted to develop and implement the
specification of the design in an HDL code [6].

The reliability of Integrated Circuits (ICs) is profoundly
affected due to technology scaling. Due to shrinkage size
of components, the reliability of the device is a challenge
nowadays. One way to improve the reliability of these designs
is redundancy, but it increases the area and time overheads.
The reliability can be defined as “It is the probability that the
circuit output is correct even in the presence of faults” [7].
Several SEE mitigation techniques have been presented in the
literature to protect the FPGA-based designs from SEE effect.
The reliability of the FPGA systems is improved by various
error mitigation schemes such as multiple-redundancy with
voting, Triple Modular Redundancy (TMR), hardened memory
cell level, and Error Detection And Correction (EDAC) coding.
Among all SEU mitigation techniques, TMR has become
the most common practice because of its straightforward
implementation and reliable results [8], [2], [9], [10f, [L1].
These mitigation methods reduce the failure rate (SER) in
combinational logic in integrated circuits and improve the
reliability.

An experimental set-up is presented to find the critical
nodes of the designs. This set-up works on the code-level of
the design, i.e. Verilog HDL. The proposed hardness analysis
technique is developed under the tool “RASP-FIT” in a contin-
uation of the previous work [6], [1]. In this work, the primary
objective is to validate the proposed hardness technique which
is used to find the most critical nodes of the design and to
increase the fault tolerance capability and reliability of the
FPGA-based designs by reducing the soft error failure rate.
The redundancy of these sensitive locations is achieved by
modifying the fault injection control unit. However, improving
reliability by applying redundancy to the sensitive locations
by code modification, area-overhead calculations, power and
delay analyses are in progress. These locations are the most
sensitive nodes to the permanent and transient faults. Few fault
models such as bit-flip and stuck-at (1/0) are involved in the
experimentation. Various benchmark circuits are considered &
evaluated, and authors found that a significant improvement
in reliability is achieved. The proposed approach is a simple,
straightforward, and easy to use.

www.ijacsa.thesai.org

l|Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

The remainder of this paper is organised as follows: The
related work is presented in Section [[I} Section [III] presents
an overview of the RASP-FIT tool and explains the proposed
methodology to find sensitive locations in the design. Section
describes the experimental set-up and their components in
detail. Results are discussed in Section [V| Finally, Section
concludes the paper and presents some directions for future
work.

II. RELATED WORK

Reliability concerning soft errors has become a crucial
issue in digital circuits due to technology scaling nowadays.
Soft errors are transient errors that can cause digital circuits to
operate incorrectly. If a soft error occurs in the combinational
logic, it results in a Single Event Transient (SET). On the
other hand, if it occurs in the memory cell itself, it results
in a Single Event Upset (SEU). Both SET and SEU have a
significant impact on circuit operation, and they should be ad-
equately treated [[12]]. Soft Error Rate (SER) is a measurement
evaluation metric for the sensitivity of the digital design to soft
errors. SER estimation can be evaluated using two methods,
i.e. dynamic and static. Fault injection and logic simulation
techniques practice dynamic methods [13].

Authors in [[14]] demonstrated that, with increasing tech-
nology generations, soft errors caused more effects in logic
devices than memory devices. Therefore, soft errors are be-
coming a major concern in digital systems. To overcome the
effect of soft errors in combinational circuits, several fault
tolerance techniques have been introduced in the literature.
Fault tolerance techniques for combinational circuits are clas-
sified into three main categories: hardware redundancy-based,
synthesis-based, and physical characteristics-based techniques
[12]].

The reliability of the FPGA systems is improved by various
error mitigation scheme such as Triple Modular Redundancy
(TMR). The problem with TMR technique is that it requires
high area overhead nearly more than 200%. In [15]], authors
proposed a method for reducing the effect of SEU and called
it “Selective Triple Modular Redundancy (STMR)”. In this
method, the conventional TMR technique is applied to selec-
tive gates of the whole design. These gates are more sensitive
than other gates in the design. The signal probabilities of its
inputs determine the sensitivity of a gate to an SEU. Soft
error mitigation scheme based on logic implication is proposed
in [16]. According to this method, the selective functionally
redundant wires are attached to the combinational logic of a
circuit. The procedure to find these functionally redundant wire
is illustrated in this work.

Authors in [17] described the co-hardening technique,
which is a technique that tries to reduce protection overheads
complementing software mitigation techniques with hardware
techniques in a selective way. Probabilistic Transfer Matrix
(PTM) is a gate-level approach for the accurately measured
reliability of combinational designs. The drawback of PTM
is long simulation runtime and memory usage. Therefore,
this technique is upgraded and called Efficient Computation
PTM [18]. Authors in [13] proposed a new method for SER
estimation based on vulnerability evaluation of the design
gates. They introduced a probabilistic vulnerability window
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concept which considered three masking factors (i.e. logical,
electrical and timing).

In this work, the validation of the proposed hardness
analysis technique is presented in detail, which shows the
reduction in failure rate and hence achieves the improvement in
reliability. In comparison with the above works in general, our
experimental set-up provides more enhancement in reliability
with both permanent and transient fault models.

III. RASP-FIT ToOL AND HARDNESS ANALYSIS

The RASP-FIT (RechnerArchitektur and SystemProgram-
mierung)-German name of the institute— Fault Injection Tool
has the capability to instrument FPGA-based designs, for fault
simulation and emulation of designs. This tool is designed
specifically for the FPGA-based designs, which are written
in Verilog at different abstraction levels. The tool consists
of three major functions, namely, fault_injection (),
static_compaction () and hardness_analysis ().
RASP-FIT tool, with its Graphical User Interface (GUI), is
developed in Matlab. All these functions are developed in
Matlab under the function RASP_FIT ().

A. Verilog Code Modifier under RASP-FIT tool

The RASP-FIT tool has the capability to instrument FPGA-
based designs, written in Verilog at different abstraction levels.
This tool modifies or instruments the code by inserting faults.
At each abstraction level, the way of modification of the
code is different and also fault models are defined at that
abstraction level [6]. In the modification process, it also adds
Fault Injection, Selection and Activation (FISA) control unit
in the target design. The FISA unit selects and activates the
particular fault in the whole design.

Test and reliability evaluation using fault injection tech-
niques require the modification of the design. Modification of
Verilog code for various FPGA-based designs and obtaining
the compact test vectors for maximum fault coverage using
static compaction technique, also hardness analysis provides
the information about the critical nodes of design are presented
in previous work [19], [1], [6]. Fig. E] shows the modified
code of the original design with fault injection control unit.
The RASP-FIT tool injects faults in every possible location
in the design. This example shows the insertion of a bit-flip
fault model in the design. For understanding purpose, we call
it “full-faulty module” in this paper. The FISA control unit of
the full-faulty module can select and activate all faults in the
design. More detail about the RASP-FIT tool is described in
[20].

B. Hardness Analysis: Identification of Sensitive Nodes

The sensitive location is the location in a System Under
Test (SUT), where the occurrence of any fault results in
a failure. The sensitive locations of the SUT are obtained
using the proposed hardness analysis approach. According
to this approach, these locations are more or less equally
sensitive to bit-flip and stuck-at (1/0) faults. In this method, we
obtained the more efficient test vectors/patterns which detect
more faults than others. We selected a set-point value for
each design and each fault model. The experimental way to
obtain the sp-value is described in [21]. The procedure for
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// Original design
module c17 (NI1,N2,N3,N6,N7,N22,N23);

input NI,N2,N3,N6,N7;
output N22 ,N23;
wire N10,N11,N16,N19;

nand NAND2 1 (NI10, N1, N3):
nand NAND2 2 (N11, N3, N6);
nand NAND2 3 (N16, N2, Nl1);
nand NAND2 4 (N19, Ni1, N7);
nand NAND2 5 (N22, NI10, NI16);
nand NAND2 6 (N23, N16, N19);

Vol. 9, No. 12, 2018

// Compilable faulty design

module c17_1 (select ,N1,N2,N3,N6,N7,N22_f1,
N23_f1);

input NI,N2,N3,N6,N7;

output N22_f1,N23_f1;

wire N10,N11,N16,N19;

input[3:0] select;

reg f0,f1,f2,f3,f4,f5,f6,f7,f8,f9,f10,f11;

always @ (select) begin

if (select == 4'd0) begin

fO=fis ;f1=0;f2=0;f3=0;f4=0;f5=0;f6=0;f7=0;f8
=0;f9=0;f10=0;f11=0;end

else if (select == 4'dl) begin

f0=0;fl="fis ;f2=0;f3=0;f4=0;f5=0,f6=0;f7=0;f8

endmodule =0;f9=0;f10=0;f11=0;end

else if (select == 4'dl1) begin

f0=0;f1=0;f2=0;f3=0;f4=0;f5=0;f6=0;f7=0;f8
=0;f9=0;f10=0;f11=fis ;end

else begin

f0=0;f1=0;f2=0;f3=0;f4=0;f5=0;f6=0;f7=0;f8
=0;f9=0;f10=0;f11=0;end

end

nand NAND2_1 (NI10,f0" NI,f1" N3);

nand NAND2_2 (NI11,f2" N3,f3" N6);

nand NAND2_3 (NI16,f4" N2,f5" NIl11);

nand NAND2_4 (NI19,f6" NI11,f7" N7);

nand NAND2 5 (N22_f1,f8" NI10,f9" N16);

nand NAND2_6 (N23_f1,f10" N16,f11" N19);

endmodule

Fig. 1. Original code (left) & instrumented compilable design code (right) by RASP-FIT.

obtaining the qualified test patterns is outlined in algorithm
m Once the efficient test patterns are obtained, then hardness
analysis is performed on them using the RASP-FIT tool under
hardness analysis function. The sequel describes the procedure
to calculate hardness.

Algorithm 1 Dynamic compaction algorithm in a nutshell

1: Input patterns are applied using LFSR from total vector
space T's

2: Fault detections are counted for each pattern applied
3: Sum of detections are compared with set-point value
4: if Is sum greater than or equal to set-point value then
5: Stored pattern as qualified test vectors Ty,

6: Increment the number of T}, count

7: else

8: Apply new pattern to the SUT

9: end if

10: Go to step 2

11:

Stop simulation when T}, count reaches 500

The whole experimental set-up is shown in Fig. [2|in order
to find sensitive locations. In the first step, a Verilog design file
is applied as an input to the RASP-FIT tool. The RASP-FIT
tool generates the faulty copies of the original design with
evenly distributed faults in them. The user selects the fault
models and the number of defective modules. This tool gener-
ates a file (top module design) which contains the instantiations

of different modules, comparator logic, dynamic compaction
logic to select efficient test vectors and memory logic to store
responses. Once the faulty modules are generated, the Xilinx
ISE and Modelsim tools are used to create the project and
simulate the designs. Repeat this procedure for every fault
models, e.g. bit-flip, stuck-at O and stuck-at 1 fault models.
The simulation results are stored in text (*.txt) file which is
further applied as an input to the RASP-FIT tool to perform
the hardness analysis. The simulation set-up generator, shown
in Fig. 4] is explained in Section to validate the hardness
analysis technique. The technique is described in the sequel.

Hardness or Hard to Detect (HTD) is the characteristic of
those faults which can be detected very rarely. The hardness
analysis receives text files as input, reads them and stores the
data in a matrix form. Authors call it Fault Matrix (FM), which
is an arrangement of qualified input patterns and the detection
of faults for the input patterns given in Eq.

P Fiq Fy, Fna
P, Fio Iyp Fno

FM = | . . ) ) (D
P Fi; Iy, Fn;

Where P; to P; are qualified input patterns obtained
during fault-experiment, and the array of detected faults for
a particular pattern are placed in a row of the matrix. When
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Fig. 2. Overall flow of RASP-FIT tool, hardness analysis and simulation set-up generator.

the specific fault is detected, it gets value ‘1°, otherwise gets
value ‘0’. Hardness (H) of individual fault is calculated by Eq.

N n= (1

If the hardness of a fault results in 100%, it means the fault
is not detectable for any input; hence, it is called an un-testable
or undetectable fault. On the other side, a hardness of 0%
shows the detection of fault for all test vectors, which means
that the portion of the circuit where the fault has appeared is
very critical to fault attacks. The hardness of each fault for
every fault model is calculated and placed in a matrix, named
Hardness Matrix (HM) as shown in Eq.

No. of Fault Detections
Total Patterns in FM

) X100 2)

Hyppp o Hppp Hiy by
HM = Hfl,saO Hf2,3a0 fn,sa0 (3)
Hfl,sal Hfg,sal fn,sal

Hardness values of each fault for every fault model are
arranged column-wise. Each column is compared with the
different threshold values one after the other for each fault
to get the number of sensitive locations. Threshold values
are used to get the number of the most sensitive areas to
less vulnerable places. There are four levels considered for
obtaining sensitive locations empirically, i.e. 35%, 55%, 75%
and 95%. Once, we identify the sensitive locations for different
threshold values, we will apply the proposed redundant model
on to those locations only and obtained the modified code
for the design under experiment. The modified code is more
hardened than the original design. The proposed redundant
model is described in the sequel.

Development of Redundant Model: The sensitive location
is merely a wire/net either connecting two gates or input of
gates. Redundant model is developed based on the Duplication
With Comparison (DWC) technique, in which the sensitive
location is duplicated, and their outputs are compared using
XOR gate. The output of the XOR is feed to the select input of

a multiplexer, which routes the correct output. It is noted that
this redundant model is used for the validation of the proposed
hardness analysis technique. These sensitive locations should
be made hardened to improve reliability and reduce the soft
error rate. The sensitive node is replaced by the proposed
redundant model as shown in Fig. [3] for the wire/net without
fan-out. This work is in progress to modify the original code
according to the redundant model to add hardening.

FIS B . .
iD Bit-Flip

X

FIS B
:X>_ Stuck-At 1

X

FIS B

X [ }— Stuck-At o

Fault_Injector
(FIS)

|
.. A\ e

1
X2 B2 Z 72

Redundant fault model for validation of approach.

Fig. 3.

IV. EXPERIMENTAL SET-UP

To validate the efficiency of the proposed hardness analysis
technique in the process of improving fault tolerance capa-
bilities and reliability of FPGA-based designs, we created an
experimental set-up. Various benchmark designs are evaluated,
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and the results are presented in this work. Fig. [] shows
the experimental set-up for the validation of the proposed
hardness analysis technique. Fig. |4| shows the description of
each components in the sequel.

SUT

(Golden Model)
FISA Unit 3
> Result
SUT Analyser
(Full Faulty) [y

“ @

Random Fault / v
Generator Modified
FISA Unit

Input Pattern
Generator

A 4

SUT
(Redundant Logic)

Fig. 4.
technique.

Experimental set-up for the validation for the hardness analysis

A. Input Pattern Generator

This block is used to generate different input patterns which
are simultaneously applied to both the original and faulty
copies of the SUT. For small circuits having few input ports,
we generate and apply all possible combination of inputs. For
a large number of inputs, random input patterns are generated
and applied to the golden, full-faulty and redundant SUT
simultaneously. These patterns are generated using the Linear
Feedback Shift Register (LFSR), defined in the test-bench. Fig.
[3] shows the code for the generation of input patterns randomly
for the SUT (c432.v) having 36 inputs.

// Random input generator code for 36
input design
reg [35:0] e = 36'hF59611d09; //seed

always @(clk) begin
e = { e[34:0], e[35] " e[34] };

{N1,N4,N8,N11,... ,N73,N76} = e ;
end
Fig. 5. Generate random input patterns in test-bench.

B. Random FISA (Fault Generator)

In this experimental set-up, random faults are generated,
selected and activated in both the full-faulty module and the
redundant module. Poisson distribution is used to generate
random faults because of the following reasons:

1)  The event is something that can be counted in whole
numbers.

2)  Occurrences are independent. Therefore, one occur-
rence neither diminishes nor increases the chance of
another.

3) The average frequency of occurrence for the period
in question is known.

Vol. 9, No. 12, 2018

4) It is possible to count how many events have oc-
curred.

Poisson distributed numbers can be generated using this
code in the test-bench. During the simulation, for each pattern,
40 faults are selected and activated using Random FISA unit in
each copy of the SUT shown in Fig. [6]for each pattern applied.
The total of 500 patterns is stored with their responses in a
text file for the further calculations.

always
begin
#5; select = $dist_poisson(seed, mean);
end

Fig. 6. Part of test_bench to generate random faults for FISA unit.

C. Golden Model (SUT)

Golden SUT is the original module without faults, and it
is a reference design for the comparison between the faulty
SUT and the SUT with redundant logic. Various combinational
logic circuits from ISCAS’85 benchmark are considered for the
validation of the proposed hardness analysis technique.

D. Full-Faulty SUT with FISA Unit

Faulty SUT is the modified benchmark design by injecting
faults in every possible location. The RASP-FIT tool generates
the faulty SUT. This tool is capable of instrumenting the
Verilog design, written in all abstraction levels, by injecting
various types of permanent and transient faults in all possible
location. The user can choose between the types of fault
models for analysis. Fig. [I] depicts the original code and
modified code generated by RASP-FIT tool.

E. Redundant SUT with Modified FISA Unit

Once the information about the critical nodes is obtained,
redundancy is applied to them. Fig. [3] shows the proposed
redundant model. When the fault occurs on this sensitive
location, the multiplexer logic masks it. However, we modified
the FISA unit included in the SUT with redundant logic in this
work. With this modification, the FISA unit does not activate
the particular sensitive fault in the design, even though, it is
selected by random FISA input generator.

F. Comparators

One comparator logic is used to compare the responses
of golden SUT with the full-faulty SUT, whereas another
comparator logic compares the responses of golden SUT with
the SUT having modified FISA unit for sensitive locations.
The value of comparator is logic ‘1’ when both responses are
different from each other and logic ‘0’ in another case.

G. Result Analyser

Result analyser is developed in Matlab. The failure rate for
both modules is stored during simulation in a text file. Result
analyser program reads the text file containing responses and
calculates the number of fault detections for both designs.
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Reliability Improvement Calculations: Based on the def-
inition of reliability mentioned earlier in the introduction
section, the reliability of the combinational logic system can
be improved by reducing the failure rate. There are two main
methods which are most widely used, i.e. error detection
and retry and error masking. In the proposed technique, full-
faulty and the module with redundancy are run under the
same conditions. Both modules are compared with the golden
reference module design which is a fault-free design. Several
faults are randomly selected and activated, and fault detections
for both modules are stored in a text file. Reliability evaluation
program is written in Matlab which takes responses of the
experimental set-up stored in a text file and count the number
of errors occurred for both modules. Improvement in reliability
is calculated, in term of failure rate reduction, using the Eq.

2

_ SERfullFaulty - SERredundant

FR
SERfullFaulty

X100%  (4)

Where F'R is a failure rate reduction (SER reduction)
achieved after making the critical locations as redundant by
using modified FISA unit, SER fuurauity is a fault detection
for full-faulty SUT and SE R, cqundant 1 @ fault detection for
redundant SUT with modified FISA unit.

V. RESULTS AND DISCUSSION

The primary objective of the work is to obtain the high
reliability with applying the selective redundancy to some
sensitive locations. In this way, a cost-effective solution is
obtained with high reliability. These following steps describe
the procedure used to perform the proposed technique:

1) Using the RASP-FIT tool, first, perform the fault
injection analysis to generate faulty code of the
design using Verilog code modifier function.

2)  Repeat the step 1 for all fault models, e.g. bit-flip,
stuck-at O and stuck-at 1.

3) Create a simulation set-up using Xilinx ISE and
Modelsim tool.

4)  Using the RASP-FIT tool, perform hardness analysis
and find the sensitive locations of the design.

5) Modify the fault control unit for the most sensitive
places as described earlier.

6) Create a simulation set-up as explained in Section [[V]

7)  Run simulations for all fault models and save the
simulation results in text files separately.

8)  Import all these files in Matlab and evaluate reliabil-

1ty.

To explain the proposed method, we consider a simple
benchmark design c17.v from ISCAS’85 designs as an
example (Fig. [T). In this design, the RASP-FIT finds and
injects a total of 12 faults in the whole design. Hardness
analysis is performed, and it is found that the 4 locations are
most sensitive (at Threshold = 55%) and we have to apply for
the redundancy on these locations. Fig. [7] shows the critical
nodes for various benchmark designs at different threshold
values. The redundant module is proposed in Section [[I, but
it is not used here because, in this work, we are validating the
proposed hardness analysis technique regarding failure rates. In
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Sensitive Locations using Hardness Analysis Technique

1500

1000

500

Number of Critical Nodes

C2670
C1908
C1355
C880
C499
C432
Cc17 55%
35%

Different Threshold Values
Systems Under Test (ISCAS85 benchmark)

Fig. 7. Number of critical nodes for different threshold.

this work, we modified the FISA unit such that these four faults
never selected and activated. Total number of fault selected and
activated during the experiment can be obtained using the Eq.

B

Tfault =P x nSec X Fcopy &)

Where T'pqq; is the total number of fault injected per
experiment for each fault model, P; is the number of patterns
considered, i.e. 500, nSec is the number of faulty copies of
SUT and F.,p, is the number of faults selected and activated
per copy of SUT during the experiment.

We perform the simulation of a full-faulty SUT and the
SUT with modified FISA unit. Soft error rate (failure rate) for
the full-faulty module is observed with random fault injection.
Similarly, the detection rate for the module with redundancy
is also recorded for each fault model separately. Reliability
improvement is calculated and presented in Table | The
results validate that the obtained locations using the proposed
hardness analysis technique are susceptible. By applying re-
dundancy or masking/hardening techniques to these locations,
it shows the significant improvement in the reliability as shown
in the last column of Table [

VI. CONCLUSION

In this paper, the authors introduced a method to increase
the fault tolerance capability and the reliability of combina-
tional circuits. The idea is based on first finding the sensitive
locations of the design using the proposed hardness analysis
technique and then applying redundancy/hardening to those
nodes only. In this way, the overall fault tolerance of the
original circuit is enhanced and the failure rate is also reduced
as well. Experimental results on ISCAS’85 combinational
benchmarks show that we can get a maximum reliability
improvement of 85%. The approach is straightforward and
easy to use.

Future work includes the analysis of area-overhead due to
redundant logic applied to the sensitive locations. Also, the
delay and power consumption analyses are the core areas after
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TABLE I.  IMPROVEMENTS IN RELIABILITY AND FAULT TOLERANCE CAPABILITY OF FPGA-BASED DESIGNS
SER
SUT Fault Model Total Fault (T'¢quit) Number of Faulty Module Redundant Module Reduction
Injected/Experiment Sensitive Nodes Detection Rate Detection Rate %)
Bit-flip 9759 3435 64.802
cl7 Stuck-at 0 20,000 4/12 6104 1973 67.68
Stuck-at 1 3689 1403 61.79
Bit-flip 5641 4441 21.28
c432 Stuck-at 0 60,000 17/336 2581 2208 14.95
Stuck-at 1 3005 2180 27.45
Bit-flip 24689 3607 85.39
c499 Stuck-at 0 60,000 177/408 7058 1118 84.15
Stuck-at 1 17602 2484 85.88
Bit-flip 22780 16442 27.823
c880 Stuck-at 0 60,000 155/729 11703 8411 28.13
Stuck-at 1 11077 8203 25.95
Bit-flip 10604 8454 20.28
cl1355 Stuck-at 0 60,000 67/1064 2930 2276 22.32
Stuck-at 1 7674 6178 19.50
Bit-flip 32962 21874 33.64
c1908 Stuck-at 0 100,000 242/1498 18765 12171 35.14
Stuck-at 1 14197 9703 31.65

applying redundancy to the critical/sensitive nodes in the future
work.
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Adaptive e-Learning Systems
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Abstract—After conducting a historical review and establi-
shing the state of the art of the various approaches regarding
the design and implementation of adaptive e-learning systems
—taking into consideration the characteristics of the user, in
particular their learning styles and preferences in order to focus
on the possibilities for personalizing the ways of utilizing learning
materials and objects in a manner distinct from what e-learning
systems have traditionally been, which is to say designed for the
generic user, irrespective of individual knowledge and learning
styles— the authors propose a system model for the classification
of user interactions within an adaptive e-learning platform, and
its analysis through a mechanism based on backpropagation
neural networks and fuzzy logic, which allow for automatic,
online identification of the learning styles of the users in a manner
which is transparent for them and which can also be of great
utility as a component of the architecture of adaptive e-learning
systems and knowledge-management systems. Finally, conclusions
and recommendations for future work are established.

Keywords—e-Learning; learning style identification; backpro-
pagation neural network; fuzzy logic; neuro fuzzy systems

I. INTRODUCTION

Learning is not a process of accumulation of representa-
tions of the external environment. Rather, it is a continuous
process of behavioral transformation by way of continuous
change in the capacity of the nervous system to synthesize
new information. Memory does not depend on the indefinite
retention of an invariant structure representing an entity (e.g.,
an idea, image, or symbol), but rather the functional ability
of the system to create when certain recurrence conditions are
given, for example, a behavior that satisfies recurrent demands
or one that the observer would classify as a reactivator of a
previous behavior.

For Dittus and Vasquez [1], “one commonly has the idea
that the nervous system is an instrument which obtains infor-
mation from the environment that the organism subsequently
utilizes in order to construct a model of the world”. Every
autopoietic unit is unique because it is characterized by the
phylogenetic inheritance of its ancestors, as well as its life
history or ontogeny [2], defined as “the history of structural
change of a unit, without which it loses its organization”. It is
in this way that different human beings possess different ways
of learning. Some can construct knowledge in a more optimal
way when they receive information through auditory pathways,
while others do so visually or through other senses. However,

Universidade Federal de Santa Catarina
Floriandpolis, Brazil

for Alshammari [3], e-learning systems do not consider the
diversity of learning types, learners’ abilities, learners’ know-
ledge, or the learning context.

Nowadays, in many teaching/learning activities, be they
traditional or the utilization of technological resources or
emergent media, learner differences in the classroom, such as
the different learning styles [4], they may possess, tend to be
ignored or simply not considered. This fact tends to result in
the stardardization of methodologies, strategies, and techniques
for different kinds of students, and this is understandable
because it is extremely difficult for a teacher to apply multiple
teaching strategies in the classroom. Currently, adaptive e-
learning provides new ways of focusing traditional models of
education, thus making possible the personalization of cha-
racteristics and educative experiences for each type of learner
[5]. Among these characteristics, learning styles are one of the
most important factors in learning. Adaptive systems focus on
the transformation of learning from the passive receptor of
information to collaborator in the educative process.

For Joy and Kolb [6], the types of learning styles indicate
the differences in perspective regarding learning, based on
individual preferences and considering the dialectical combi-
nation of those modalities. Learning styles are the cognitive,
affective, and physiological traits which serve as relatively-
stable indicators of how students perceive interactions and
respond to their learning environments. They describe a learner
in terms of the educative conditions which are more favorable
for his/her learning. In this sense, the identification of student’s
learning styles is considered a vital element, and diverse
perspectives for the identification of them have been developed.

In this paper, a model is proposed based on an analysis
of user interactions within an e-learning platform, utilizing
the concepts of ‘fuzzy logic’ and ‘neural networks’ with the
objective of identifying individual learning styles and adapting
the contents of the platform to the demands, preferences, and
learning styles of each user.

II. THEORETICAL FRAMEWORK

In this section, the authors conduct a historical review,
identifying the state of the art and exploring the theoretical
foundation of the research project.
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A. e- Learning systems

The diversity and heterogeneity of resources available on
the internet, the newest trends in methodologies and teach-
ing/learning tools, and the current needs of the users make it
indispensable to have at one’s disposal virtual learning environ-
ments which possess the characteristics of adaptation and con-
tent personalization, as well as virtual assistants, among other
tools. In this context, one of the lines of research which has
recently seen a lot of activity is that of e-learning. According
to H. Hashim and Z. Tasir [7], “an e-learning platform is that
which applies and utilizes electronic media and information
and communication technology (ICTs)”. E-learning can imply
other alternative terms, such as ‘online education’, ‘computer-
based, e-learning systems’, and others. If the root of the word
is taken as a reference, e-learning is translated as electronic
learning, and in such a way, in its broadest conceptualization,
it can encompass virtually any educative activity that utilizes
electronic media in order to realize all or part of a learning
process. This particular reference has arisen due to other online
services, for example, e-business or e-commerce.

The following are components of an e-learning course,
complementary to the instructional strategy: objectives; study
cases; readings; centers of knowledge; conceptual maps; com-
plementary, instructional materials and elements of interac-
tivity and evaluation, for example, animations, simulations,
interactive tasks, glossaries, biographies, self-evaluation ex-
ercises, and open-ended question exercises; material format:
slides, media clips, linear text, multimedia, graphics, digital
video, and audio; navigation tools, such as arrows for going
forward or back; print copies; online help; site maps; filters;
chat applications; forums; and email; some of which can better
attend to the demands and preferences of the users.

Morales [8] establishes e-learning participants and their
respective responsibilities in the following manner:

1) Teachers/tutors: Their role is to facilitate learning, for
which they have to supply the tools so that the student learns
autonomously and is capable of constructing his/her own
knowledge in an active and responsible manner.

2) Students: The students need to have planning capability;
flexibility to adapt to new and different ways of learning, as
well as the traditional modalities; the capability to partici-
pate/integrate in the virtual group; technical competency in the
navigation and use of new technologies, as well as a favorable
attitude towards them; and time availability for learning within
or apart from the work schedule, depending on the case.

According to Alshammari et al. [3], in e-learning systems,
the learner may be overwhelmed by the great quantity of
information that he/she encounters. The student might make
poor decisions in relation to the subjects or material under
study. Learning may demand a lot of time or create confusion
and/or frustration, so for this reason, it might not be very
effective. One of the modifications for the development of e-
learning systems consists of being familiar with the differences
among students, as well as their indvidual needs, with the
objective of providing a personalized learning system that gives
better relevance to the instructional material in accordance with
the demands and needs of the student.

Adaptive e-learning systems based on different learning
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styles generally use different learning-style models. This raises
the issue of which models and theories are most suitable and
effective as components of these environments. An adaptive
e-learning system based on knowledge level and learning style
has been designed and implemented by Alshammari et al. [3].
This system facilitates personalized-learning pathways through
the organization of material links according to their relevance
to a particular learner; it also provides adaptive guidance and
feedback to support learner-system interaction goals. Using
a standard usability instrument, an experimental evaluation
concerning learners’ perception of usability was conducted to
compare the adaptive e-learning system with a non-adaptive
version, which yielded favorable results for the former.

In other words, understanding the needs of the students and
identifying their learning patterns and preferences is crucial
with regard to the design of e-learning-systems material in
accordance with distinct learning styles, in this manner closing
the resulting breach in relation to the members of the triangular
community, which is to say the students, instructors, and
adaptive contents online. It is necessary to establish what
is required in order to capture the attention of each student
and satisfy the demands and needs of his/her natural learning
style so that what is learned is retained over the long term.
Therefore, for Abdullah [9], identifying the learning styles is
considered a vital element in the design of e-learning systems.

Lo and Shu [10] point out that the majority of authors
in the field concur that the consideration of learning styles
in the pedagogical process can increase the efficiency and
efectiveness of learning. In this sense, diverse approaches
have been developed for the identification of learning styles.
Particularly, in the current paper, individual learning styles are
identified in order to focus on subsequently the adaptation of
platform content in accordance with the demands, preferences,
and learning and thinking styles of each user, attempting in this
way to supply the particular learning resources and objects that
the student prefers.

B. Proposal for e-Learning Adaptive System Architecture

The authors propose an adaptive-system architecture based
on autonomous intelligent agents for the implementation of a
virtual-learning platform, given that this has proven itself to
be the approach with the most potential in the field. Among
their principle advantages are:

e They permit the modelling of individual profiles for
each student, thus facilitating tasks such as the search
for information and contents.

e They facilitate the incorporation of a knowledge-
representation model and can facilitate the tasks of
adaptation and personalization of contents in the pro-
posed platform.

e They permit the incorporation of machine-learning
characteristics in conjunction with other approaches
and techniques of artificial intelligence.

e They can be equipped with various characteristics,
such as autonomy, initiative, mobility (including
among distinct platforms), and adaptability, among
others.

www.ijacsa.thesai.org

10| Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

The architecture of the proposed mulit-agent model, as with
the description of its components, can be found in Alfaro et
al. [11], which is shown in Figure 1.
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Fig. 1. Architecture of the multi-agent system [11]

The implementation of the proposed intelligent agents
was realized utilizing the JADE platform, which is an agent
platform distributed with a container for each host, in which
the agents are executed and which possesses storage for diverse
languages and ontologies, complying with FIPA (Foundation
for Intelligent Physical Agents) specifications, for which de-
veloped agents can easily be integrated in other languages and
platforms, including owners.

The originality of this hybrid proposal resides in the fact
that it incorporates diverse artificial-intelligence techniques,
such as ‘intelligent agents’, a ‘backpropagation neural net-
work’, ‘fuzzy logic’, and ‘case-based reasoning’. It also in-
corporates the ‘learning-based-on-projects’ paradigm.

The current proposal principally focuses on the model
possessing a high degree of adaptability to the student’s
demands.

C. Backpropagation Neural Networks - RNAs

Backpropogation is a training method used for a multi-layer
neural network. It can be thought of as a generalization of the
“Delta Rule” for direct networks with more than two layers.
In this case, at least one layer of neurons is not involved with
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the input or output and is, therefore, internal to the network.
This layer and its connections, when it learns to effectuate a
function, acts as if there were an internal representation of the
problem’s solution. Without going in to detail, backpropagation
is a supervised learning rule. If an example is presented to the
network, and the network output is verified, it is compared to
the expected output, yielding an error. The gradient of this error
is calculated in relation to to the synaptic values of the output
layer, which is then updated by a selected step. The output
error of the penultimate layer can, therefore, be calculated,
and in this manner, starting at the front, the error (origin of
the name ‘backpropagation’) propagates backwards through all
the connection layers.

RNAs possess innumerable algorithms for pattern recog-
nition: Kohonen, Perceptron, Adaline, and many others, each
with its own specificities. For R. Lanelhas [12], the principle
advantage of using RNA backpropagation is that it works with
multiple layers and solves ‘non-linearly-separable’ problems
that some algorithms cannot solve. Therefore, they can be
counted among the networks proposed by Honey and Munford
for the identification of learning styles.

Another important characteristic is that backpropagation
is feedforward, which means that the connnection between
neurons is not cyclic.

The RNA backpropagation is multi-layered, as it has a
minimum of three layers. There are many calculations involved
in the process so that the weight is adequately readjusted.

The RNA theory has provided an alternative to classical
computation for those problems for which traditional or com-
mon methods have yielded not-very-convincing or disappoint-
ing results. This project in particular focuses on the online
identification of learning styles, which has to do with pattern
recognition within imprecise limits. Its degree of complexity
made posible the incorporation of ‘fuzzy logic’, which, upon
conducting the experimentation and corresponding tests, per-
mitted the obtainment of superior results, as is discussed in
the corresponding section.

D. Fuzzy Logic

For Timothy [13], fuzzy logic can be seen as a formaliza-
tion mode of imprecise reasoning that represents certain human
capacities to make approximate inferences and judgements
within conditions of uncertainty.

According to Ozdemir et al. [14], determining the learning
style most adequate to the individual capacities of the student
is very important for quick, easy, and effective learning.
However, the quantification of said capacities and the rules
to follow in order to determine the most convenient learning
style are of an imprecise nature, for which any approach one
wishes to follow should incorporate fuzzy-logic techniques.
In the particular case of the perspective developed by the
aforementionded authors, an ‘expert system’ is proposed, in
which the membership or belonging functions, as well as each
one of the inputs and outputs of the inferrence rules, employ
concepts of fuzzy logic.

Palomino et al. [15] part from the premise from which it is
possible to define much more practical mechanisms adjusted
to the real educative action for the detection of learning styles,
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utilizing techniques associated with fuzzy logic. The proposed
approache is based on the concept of learning pathways as a
way to establish the type of preference that the learners possess
with respect to how they perceive and process information,
where the inputs are defined by fuzzy combinations.

Stathacopoulou et al. [16] point out that the neuro-fuzzy
approaches are capable of handling imprecise information in
a fashion superior to computational methods, for which this
approach is utilized for diverse tasks.

E. Learning Styles

For Alonso et al. [4], “learning styles are the cognitive,
affective, and physiological traits which serve as relatively-
stable indicators of how students perceive interactions and
respond to their learning environments”. “The learning style
describes a learner in terms of the educative conditions that
are more conducive to favoring his/her learning. (....) certain
educative approximations are more effective than others for
him/her”.

The learning style can predict the behavior of the student
and, in this way, constitute itself as a good indicator of effective
distance learning. The majority of the research that has been
conducted in this area is based on learning styles because these
are more dynamic, and they yield superior results if they are
adequately attended to.

Cognitive traits have to do with the way in which students
structure contents, form and utilize concepts, interpret informa-
tion, solve problems, select representational modalities (e.g.,
visual, auditory, kinesthetic), etc. Affective traits are linked to
the motivations and expectations that influence learning, while
physiological traits are related to the biotype and biorhythm
of the student [17].

For Joy and Kolb [6], the learning-style types indicate the
differences in approaches with regard to learning, based on
individual preferences and considering the dialectical com-
bination of those modalities. There are four learning-style
modalities, which are: divergent, assimilating, convergent, and
accommodating. Divergent learners prefer to make greater
use of concrete experiences and reflexive observation. Those
of the assimilating type prefer to learn by way of reflexive
observation and abstract conceptualization. Those of the con-
vergent type prefer to engage in abstract conceptualization and
active experimentation, while those of the accommodating type
utilize active and concrete experimentation.

Not all learning-style models are ideal for the development
of educative materials within adaptive, hyper-media systems.
The approach most used by many adaptive-system researchers
is Honey and Mumford’s model [18], because it is centered
on how information is perceived and processed. Nonetheless,
other models are based on aspects that are not very relevant
to development in web environments.

In practice, the majority of learners tend to display the
characteristics of one style without either affirming or setting
aside the other styles. According to the preferred style, the
same content will turn out to be easier (or more difficult) to
learn, depending on how it is presented to the learner and how
it is dealt with in the classroom.
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Optimal learning requires the four stages of Kolb’s wheel,
for which it is necessary to enforce discipline in such a way
that activities that cover all the stages are guaranteed. With this,
on the one hand, the learning of all students will be facilitated,
whichever their preferred style may be, and, moveover, the
stages will be strengthened for those who are less comfortable
with the content. The stages mentioned are: active, reflexive,
teoric, and pragmatic.

The review realized in this part of the paper allows the
authors to provide the teoric basis that is required for the
development of the online model for the identification of
students’ learning styles, which is presented in the next section
of this paper.

F. Related Work

Research into e-learning systems is currently poised for
continued growth due to the fact that there are currently im-
portant educative-system demands, which require high degrees
of adaptation and intelligence from those systems to be able
to provide students with more personalized attention according
to their particular requierments. In this part of the paper, the
authors attempt to establish the state of the art regarding the
research subject.

For Maldonado-Perez [19], “in the learning model based
on projects one finds the essence of problematic teaching,
thus showing the student the way towards the obtainment
of concepts.” The contradictions that arise and the ways
leading to their solution contribute to this object of pedagogical
influences becoming an active subject. This learning model
demands that the professor be a creator as well as a guide, who
stimulates the students to learn, discover, and feel satisfied by
the accumulated and adequately-operated and utilized know-
ledge, which can be achieved if teaching-based-on projects is
correctly applied.

It is worth pointing out the majority of e-learning tools
found on the market and based on web platforms are not
naturally compatible with the Project-Based-Collaborative-
Learning paradigm (PBCL), for which Abdallah et al. [20]
proposes a general meta-model that permits the adapatation of
existing platforms to this paradigm, taking as a case study the
adaptation of the Moodle platform.

It is worth indicating that the traditional approaches already
mentioned were based on the previous identification of the
learning style of each participant through the application of
surveys and other tests. Nevertheless, there are currently tech-
niques for the automatic identification of the learning style of
each individual, such as the proposal of Klansja-Milicevic et al.
[21], based on a hybrid, recommendation system that combines
clustering and data-mining techniques, and also that of Lo
and Shu [10], in which neural networks are utilized for the
identification of learning styles starting from the monitoring
of the user’s behavior on the platform.

On the other hand, the possibility of integrating diverse
types of actors with well-defined roles and their capacity to
handle heterogeneous resources has been addressed principally
through approaches based on multi-agent systems, where varia-
tions have been observed, such as the execution of interactions
through the use of the XML standard [22], delivery of contents
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and distribution of roles in a dynamic and adaptive way
[23]. According to Azambuja and Vicari [24], the application
of multi-agent architectures allows for improvement in the
interactivity of e-learning platforms, such as described in their
proposal based on JADE architecture.

There is, moreover, a set of techniques from diverse areas
that can be applied to the improvement of the proposed models.
One example is implementation of the use of rubrics for the
evaluation of complex, imprecise, and subjective areas [25];
the utilization of reasoning-based-on-cases techniques [26],
applied to the evaluation and selection of projects according to
the characteristics of the audience and learning environments,
among other factors.

The vast quantity of projects in the area makes it possible
to establish as fact that there are different proposals for the
architecture and modelling of adaptive, e-learning systems
that utilize diverse artificial-intelligence approaches in order
to develop systems with a high degree of personalization and
a high capacity to adapt to the learners’ personal requirements
and expectations.

III. MODEL SYSTEM DEVELOPMENT

Next, we will describe the different elements that were
developed, as well as the procedural steps that were followed
in order to build the adaptative e-learning-model system.

A. Traditional Detection of Learning Styles

The proposed model utilizes as a reference the classifi-
cation of learning styles proposed by Honey and Mumford
[18]. For the experimental data collection, a survey was applied
to a group of 34 pregraduate students from the Professional
School of Marketing at Saint Augustine National Univeristy of
Arequipa, Peru during the second academic semester of 2017.

The student responses were systematized and tabulated on a
digital spreadsheet designed for the purpose with the objective
of facilitating the couting of responses, independently from the
number of students, considering future tests and the possible
scaling of the developed platform. Table I shows the summary
of responses from the group of students, where the following
facts must be considered:

e  The cells highlighted in yellow correspond to students
for which one solitary preferred learning style can be
identified in a clear manner.

e The cells highlighted in grey correspond to cases in
which it is not possible to identify only one learning
style, either due to the possible mixed preferences of
some students or deficiencies in the application of the
aforementioned survey.

These facts, although they will only be pointed out here,
are analyzed in greater detail in section IV, where they possess
greater relevance with regard to the implementation and tests
of the proposed model. However, it should be mentioned
that traditional methods (e.g., surveys), although they are
the most accepted, are also far from infallible in terms of
the identification of learning styles or the other cognitive
characteristics of the students.
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TABLE 1. DATA OBTAINED FROM THE TRADITIONAL METHOD
Student | Activist | Reflector | Theorist | Pragmatist
1 11 16 13 10
2 15 15 13 15
3 13 13 12 9
4 13 16 12 17
5 9 18 17 15
6 13 18 14 14
7 15 15 17 17
8 12 9 8 13
9 16 13 10 17
10 14 17 15 12
11 13 18 13 12
12 11 17 15 13
13 10 17 19 10
14 13 17 14 13
15 13 18 13 16
16 12 17 16 17
17 14 15 16 15
18 13 14 15 18
19 11 16 17 13
20 13 18 11 13
21 13 17 17 13
22 10 18 18 18
23 14 16 15 17
24 17 16 11 17
25 16 15 18 20
26 15 10 7 16
27 12 15 13 15
28 10 18 17 15
29 17 14 11 15
30 10 15 12 17
31 19 16 13 14
32 13 12 10 13
33 19 12 10 15
34 10 11 18 18

Total 3 10 3 8

The distribution of the student’s preferences for distinct
learning styles is shown in Figure 2, where it can be appre-
ciated that the number of cases in which it is not possible
to determine only one preferred learning style is one of the
most significant groups, which represents an important fact
from the point of view of educative technologies, because
it indicates that the students currently adapt better to ditinct
types of materials, resources and contents, as well as learning
environments.

Finally, it should be indicated that the data obtained
through the traditional method (surveys) will be utilized in
order to compare them with the results obtained from the
neural network as a way to validate them, for which the data
have been divided into two sets of equal cardinality (equal
number of registers), procuring that both sets retain similarity
regarding the percentatge of learning styles identified in each
group. These sets will be utilized as training and test sets for
the implementation of the neural network.
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Fig. 2. Resuls of the test data obtained [27]

B. Establishment of Resource Categories and their Relation
to Learning Styles

In order to classify user interactions, a list of 20 resource
categories was defined, considering the types of resources
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of individuals) and also for them to be equally representative
of the distinct learning styles in the same proportion in which
they are found in the test data obtained with the traditional
method.

C. Proposal and Implementation of the Neuro-Fuzzy System

Towards the identification of the learning style, a back-
propagation neural network model was proposed, composed
of an input layer, a hidden layer, and an output layer, such
as shown in Figure 3. Upon implementation of the neural
network, for the activation of the neurons, the sigmoidal
function was chosen due to the fact that it permits the modeling
of temporal progressions, which go from beginning levels—in
which the contents are more or less generic and do not
require sophisticated knowledge on the part of the users—to
advanced levels, which with the passage of time, as content
personalization is refined, permit the attainment of the required
knowledge for a more precise identification of the user type
(Figure 4).

existing in the Moodle platform, which was utilized for the O
implementation of the platform due to the fact that it is an
opensource platform, subsequently relating each resource ca- O O
tegory with each one of the learning-style categories, utilizing Learning O O O—> Activist
general sets defined for that purpose (Table II). resources . " O—PPragmatist
TABLE II.  RESOURCE CATEGORIES AND THEIR RELATION TO categories < . .
LEARNING STYLES (20 Fuzzy O_’ Reflector
Resource Type Activist | Reflector | Theorist | Pragmatist entries) O O O_’ Theorist
1 Content (Textual) Low High High Medium O O
2 Content (Mixed) Medium High High High
3 Content (Multimedia) High Medium Medium High O
4 Content (Simulation) High High Medium High
5 Content (Url’s) Low High High Low Fig. 3. Neural Network architecture
6 Case Study (Textual) Medium High High Medium
7 Case Study (Multimedia) High Medium Medium High
8 Examples (Textual) Medium High High High —sig(t) = s 1.0 ois(t)
9 Examples (Multimedia) High High Medium High
10 Examples (Url’s) Medium High High Low 08
11 Glossary (Reading) Low High High Medium 06
12 Glossary (Writing) Null High High Low
13 Wiki (Reading) Medium High Medium Medium 0.
14 Wiki (Writing) Medium Medium Low Low
15 Forum (Reading) Medium Medium Medium Medium 02
16 Forum (Writing) Medium Low Medium Medium t
17 Chat (Reading) High Low Medium Medium 7‘8 -6 —4 7‘2 2 4 (‘) 8
18 Chat (Writing) High Low Low Medium
19 Self-assessments Medium High High Low Fig. 4. Sigmoidal function
20 Conceptual maps Nulo High High Medium

It is important to mention that the source code of the
Moodle platform was modified with the purpose of adding
a log of user activity and interaction, which would store the
resource selections realized by the user (by way of ‘clicks’)
according to the type of category, which is to say a log of user
behavior in the platform.

In this manner, the proposed approach permitted the attain-
ment of the inputs (i.e., user interactions) and expected outputs
of the model (i.e., learning styles identified beforehand), man-
ually dividing the obtained data into two similar sets, making
it possible for them to have the same cardinality (i.e., number

The input neurons represent each one of the platform re-
source categories previously defined (Figure 3), while the input
values represent user preference for each of these categories.
In this manner, 20 input neurons have been identified.

In the ‘neural network’, the hidden layer increases the
processing capacity, and the number of neurons in the hidden
layer directly affects the capacity of the ‘neural network’ for
learning. In the proposed case, during the initial experimenta-
tion phase, before pre-processing the inputs (a process which
will be described later), tests were conducted with distinct
numbers of neurons in the hidden layer. Moreover, tests were
also conducted with two intermediate layers without achieving
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favorable results. In the final design of the ‘neural network’,
a hidden layer with an equal number of neurons as the input
layer was utilized, which was able to achieve the best results
in an acceptable period of time.

The output layer was implemented with four output neu-
rons that represent the four learning styles proposed by Honey
[18], while the output values indicate user compatibility with
said learning style.

During the initial runs of the model, some inconvenien-
cies were found in the performance of the network, which,
according to the analysis conducted, arose due to two causes:

e The level of ‘noise’ present in the input sets — For
example, the user identified as number 23 in Table
I —whose number of responses in relation to the
learning styles is shown in Table III, according to the
method proposed by Honey [18]—corresponds to the
‘pragmatic’ learning style. Nevertheless, the values are
very close in each of the learning styles, complicating
the establishment of a clear differentiation. This can
be due to, for example, the selection of some indis-
pensable contents for the achievement of objectives
or, rather, the recommendations of other users which
were finally selected by the user but do not necessarily
represent the predominate learning style for him and,
consequently, should not have a noticeable influence
in the model.

TABLE III. ILLUSTRATION OF THE NOISE LEVEL
Activist | Reflector | Theorist | Pragmatist
14 16 15 17

e The input sets for which it is impossible to define
an output —For example, as in the case of the user
identified as number 2 in Table I, whose response log
in relation to the learning styles is shown in Table IV,
where clearly, according to the scheme proposed by
Honey [18], it is not possible to identify the learning

style.
TABLE IV. SPECIFIC INPUT SET
Activist | Reflector | Theorist | Pragmatist
15 15 13 15

In order to focus on these inconveniences, especially the
first one, the authors opt for conducting a pre-processing of in-
puts through the definition of the second group of general sets,
which are oriented towards achieving a better categorization
of user preferences for a certain resource category, according
to the percentage and relevance of their interactions in each
resource category, such as shown in Figure 5.

This decision is based on the premise proposed by
Palomino [15], who points out that determining a student’s
learning style becomes a problem of a general nature because
evaluative situations and characteristics must be taken into
consideration, albeit with a certain level of imprecision. These
require a treatment appropriate to the nature of the problem,
such that corresponds to the proposed case. Generally, the
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Fig. 5. Fuzzy sets for user preference for a certain resource category [27]

application of the concept of ‘fuzzy logic’ permits the model-
ing of situations which do not have precise limits, which makes
for a much more realistic model, especially when having to do
with cognitive and subjective aspects.

To this mechanism of ‘fuzzification’ —starting from the
output data of the platform logs, previous to being conside-
red as input data for the ‘neural network’—the name ‘pre-
processing stage’ of inputs is given. For the definition of the
‘fuzzy sets’, a trapezoidal function was utilized, defined as
shown in Equation 1.

0, r<a
i:;, a<x<b
uB(z) = trapezoidal(x;a,b,c,d) = ¢ 1, b<zx<c
%7 c<zx<d

0, d<zx

ey

Subsequent to implementing the specified criteria for this
stage, the results obtained by the model are notably improved,
and a superior design of the ‘neural network’ could be deter-
mined, with only one hidden layer remaining, as was explained
previously.

It should be noted that the developed model, under an
opencode platform, will allow for, in a subsequent stage, the
development of a resource selection and adaptation mechanism
within the platform, based on the learning style of each
individual. What is more, this mechanism will also permit
the validation and refinement of knowledge regarding user
preferences, as well as the creation of more sophisticated user
profiles.

IV. RESULTS AND DISCUSSION

For the experimentation and runs with the proposed model,
the students were asked to perform some activities as part of
a university course throughout the semester. It is important to
note that the identification must be made throughout a period
of platform-utilization time, given that the data analyzed in just
one session might be seen as influenced by the time available
for the identification of the style, the emotional state of that
particular moment, problems in the environment, etc., making
it possible for errors in the perception and identification of the
learning style to arise.

For example, Figure 6, shows the identification of the
learning styles of four students throughout each week of the
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20-week duration of the semester, where it can be appreciated
that, for example, for the ‘case-1’ student, the identification
realized in weeks 3 and 20 might indicate that the student fits
into second category. However, when the general panorama is
observed, it is clear that this student instead fits into the first
category.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

=@ Case 1 Case 2 Case 3 Case 4

Fig. 6. Variation of user identifications through several learning sessions [27]

This phenomenon is relatively normal, given the proximity
among some learning styles and the mixed preferences of some
students, which also can be appreciated in Table I and Figure 6,
where, for example, the set of students with mixed preferences
is the second most representative, in some cases the task of
identifying just one learning style being very complex.

In this sense, the most feasible option would be to identify
the learning styles during some introductory course —such
as ‘study strategies’ or previous activities before beginning to
perform a content adaptation—and later validate and refine this
identification in the subsequent activities or courses.

Finally, the results obtained by the neural network demon-
strated a 76.5% coincidence with those obtained through the
traditional method, which is to say that the learning styles of
26 of the 34 students were obtained correctly. For this reason, it
can be said that the proposed model reached 76.5% efficiency
with respect to the manual method proposed by Honey [18].

Table 5 shows a reasonable comparison of the different
approaches for automatic, online detection of learning styles,
considering the classification of learning styles used in each ap-
proach. It should be noted that in the case of approaches where
efficiency was calculated for each of the learning dimensions
or styles, the average of these has been considered in order
to facilitate comparison with other more general approaches,
such as the one proposed in the present research.

TABLE V. COMPARISON OF EVALUATED MODELS

Evaluated models Learning Styles Efficiency

Bayesian networks Felder & Silverman 66%

NBTree y CRB Felder & Silverman 67.5%

Genetic algorithms and K-NN Ad-hoc 96%

Monitoring of interactions Felder & Silverman 79.6%

Learning objects and time estimation | Felder & Silverman 69.6%

Neural networks and navigation maps Vincent & Ross 90%

Stochastic models Felder & Silverman 70%

NeuroFuzzy model (Proposal) Honey & Mumford 77.1%
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V. CONCLUSION

It has been proposed the design of an adaptive e-learning
system, still in the process of implementation, which considers
the characteristics of the users, in particular their learning
styles and preferences, to focus on the possibility of personal-
izing the ways of using the objects of learning, in a different
way to traditional systems, designed for generic users.

The authors also proposed a System model for the clas-
sification of user interactions, within an adaptive e-learning
System platform, and whose analysis through a mechanism
based on a backpropagation neural network and fuzzy logic,
it allows the automatic online identification of learning styles,
in a transparent way for the user, which is very useful within
the platform of the adaptive e-learning system.

The determination of a student’s learning style is a problem
of a general nature because evaluative situations and characte-
ristics must be considered (with a certain level of imprecision
to be expected), requiring an appropriate treatment to the
nature of this problem.

The identification of learning styles can not be based on
a single session or user access, which can lead to errors of
interpretation, but rather must be made over several sessions
in order to achieve an adequate accuracy in the identification.

It is important to propose and develop the system model,
which using Case Based Reasoning (CBR), establishes the cor-
respondence between the preferences of students of different
learning styles, detected with the proposed neuro-fuzzy system,
with the problems formulated with the project-based learning
approach, which contains the learning objects with the greatest
significance for them.

It is important to continue contributing to the area with
research into learning and thinking styles, whose theoretical
bases must be taken seriously as important elements in adap-
tive, e-learning systems.

ACKNOWLEDGMENT

The authors would like to thanks to Saint Augustin Na-
tional University (UNSA) for supporting this research.

REFERENCES

[11 R. Dittus and C. Vasquez, Abriendo la autopoiesis: Implicancias para
el estudio de la comunicacion organizacional. Cinta moebio, vol. 56,
pp. 136-146. doi: 10.4067/S0717-554X2016000200002, 2016.

[2] H. Maturana and F. Varela, El drbol del conocimiento. Las bases
biologicas del entendimiento humano. Buenos Aires: LUMEN Editorial
Universitaria, 208 p., ISBN: 987-00-0358-3, 2003.

[3] M. Alshammari and R. Anane and R. Hendley, Adaptivity in e-learning
systems. In 2014 Eighth International Conference on Complex, Intelli-
gent and Software Intensive Systems. IEEE, 2014.

[4] C. Alonso and D. Gallego and P. Honey, Los estilos de aprendizaje.
Procedimientos de diagndstico y mejora. Bilbao: Mensajero, 1994.

[5] T. Wang and K. Wang and Y. Huang, Using a style-based ant colony
system for adaptive learning. ESWA. 2449-2464, 2008.

[6] S. Joy and D. Kolb, Are There Cultural Differences in Learn-
ing Style?. Available in https://weatherhead.case.edu/departments/
organizational-behavior/workingPapers/WP-07-01.pdf, 2007.

[71 M. Fadzil and L. Andreasen and M. Buhl and T. Amina, The concept
of ubiquity and technology in lifelong learning. ASEM Education and
Research Hub for Lifelong Learning, pp. 1-18, ISBN: 978-89-20-01127-
6 93370, 2012.

www.ijacsa.thesai.org

16| Page



(8]

(9]

[10]

(11]

[12]

[13]
[14]

[15]

[16]

(17]

(IJACSA) International Journal of Advanced Computer Science and Applications,

E. Morales, Gestion del conocimiento en sistemas e-learning, basado en
objetos de aprendizaje, cualitativa y pedagégicamente definidos. Ph.D.
dissertation, Universidad de Salamanca, 2007.

M. Abdullah, The Impact of Learning Styles on Learner’s Performance in
E-Learning Environment. (IJACSA) International Journal of Advanced
Computer Science and Applications, Vol. 6, No. 9, 2015.

J. Lo and P. Shu, Identi fication of learning styles online by observing
learners browsing behaviour through a neural network. British Journal
of Educational Technology, vol. 36, no. 1, pp. 43-55, jan 2005.

L. Alfaro and C. Rivera and J. Luna-Urquizo and E. Castafieda and F. Fi-
alho, Fuzzy neural System Model for Online Learning Styles Identifica-
tion, as an Adaptive Hybrid ELearning System Architecture Component.
2018 Latin American and Caribbean Consortium of Engineering Institu-
tions Conference, available in: http://laccei.org/LACCEI2018-Lima/full
papers/FP259.pdf., 2018.

R.  Lanhellas, Redes  neurais artificias.  Algoritmo  de
backpropagation. Available in: https://www.devmedia.com.br/
redes-neurais-artificiais-algoritmo-backpropagation/28559, 2013.

R. Timothy, Fuzzy Logic With Engineering Aplications. Wesley, 2010.

A. Ozdemir and A. Alaybeyoglu and N. Mulayim and K. Filiz,
Performance evaluation of learning styles based on fuzzy logic infer-
ence system. Computer Applications in Engineering Education, Vol 24,
No. 6, pp. 853-865. DOI: 10.1002/cae.21754, 2016.

M. Palomino and M. Strefezza and L. Contreras, Sistema difuso para
la deteccion automdtica de estilos de aprendizaje en ambientes de
formacion web. Ciencia, Docencia y Tecnologia, vol. 27, no. 52, pp.
269-294. ISSN: 1851-1716. 2016.

R. Stathacopoulou and G. Magoulas and M. Grigoriadou and M. Sama-
rakou, Neuro-fuzzy knowledge processing in intelligent learning environ-
ments for improved student diagnosis. Information Sciences, 170(2-4),
273-307, 2005.

B. Maraza and L. Alfaro and O. Alejandro and C. Vivanco and
Y. Jimenez and S. Choquehuayta and J. Herrera and N. Caytuiro, Biofeed-
back of states of anxiety through automated detection processes using dif-
ferent technologies. International Journal of Engineering & Technology.

Vol. 9, No. 12, 2018

7 (3) 1609-1614, available in: www.sciencepubco.com/index.php/IJET,
DOI: 10.14419/ijet.v7i3.15041, 2018.

P. Honey and A. Mumford, The Manual of Learning Styles.
head, Berkshire: P. Honey, Ardingly House, 1986.

M. Maldonado-Pérez, Aprendizaje basado en proyectos colaborativos.
Una experiencia en educacion superior. Revista de Educacién Laurus,
vol. 14, no. 28, pp. 158-180, 2008.

F. Abdallah and C. Toffolon and B. Warin, Models transformation
to implement a project-based collaborative learning (PBCL) scenario:
Moodle case study. 2008 Eighth IEEE International Conference on
Advanced Learning Technologies, ICALTOS8, pp. 639-643, 2008.

A. Klasnja-Milicevic and B. Vesin and M. Ivanovic and Z. Budimac, E-
learning personalization based on hybrid recommendation strategy and
learning style identification. Computers and Education, vol. 56, no. 3,
pp. 885-899, 2011.

A. Garro and L. Palopoli, An xml multi-agent system for e-learning
and skill management. Agent Technologies Infrastructures, Tools
and Applications for E-Services, Springer Lecture Notes in Computer
Science, vol. 2592, pp. 283-294., 2003.

M. Hameed and N. Akhtar and M. Missen, Role based multi-agent
system for e-learning (MASEL). International Journal of Advanced
Computer Science and applications, vol. 7, no. 3, pp. 194-200, 2016.

[18] Maiden-

[19]

[20]

[21]

[22]

[23]

[24] R. Azambuja and R. Vicari, Improving interactivity in e-learning
systems with multi-agent architecture.  International Conference on
Adaptative Hypermedia and adaptative web-based systems, vol. 2347,

no. 1, pp. 466-471, 2002.

H. Googrich, What do we mean by results: Using rubrics to promote
thinking and learning. Educational Leadership, vol. 57, pp. 13-18, 2000.

[25]

[26] J. Kolodner, Case-Based Reasoning: Foundational Issues. California,

USA: Morgan Kaufmann Publishers, 1994.

L. Alfaro and C. Rivera and J. Luna-Urquizo and E. Castafieda and
F. Fialho, Online learning styles identification model, based on the
analysis of user interactions within an e-learning platform, using neural

networks and fuzzy logic.  International Journal of En%ineering and
Technology (UAE). Vol 7 No 4.17 (2018): Special Issue 17 - Published:
2018-10-27.

[27]

www.ijacsa.thesai.org

17|Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 9, No. 12, 2018

An Optimal Control Load Demand Sharing Strategy
for Multi-Feeders in Islanded Microgrid

Muhammad Zahid Khan!, Muhammad Mansoor Khan?, Xu Xiangming®, Umar Khalid*, Muhammad Ahmed Usman
Rasool®

12455chool of Electronic, Information and Electrical, Engineering, Shanghai Jiao Tong University (SJTU), Shanghai, China
3State Grid Zhenjiang Power Supply Company, Jiangsu, China

Abstract—For the operation of autonomous microgrid (MG),
an essential task is to meet the load demand sharing using
multiple distributed generation (DG) units. The conventional
droop control methods and its humerous variations have been
developed in the literature in order to realize proportional power
sharing amongst such multiple DG units. However, the
conventional droop control strategies are subjected to power
sharing error because of non-trivial feeder impedances of
medium-voltage MGs. Further, complex MGs configurations
(mesh or looped networks) usually make to reactive power
sharing and system voltage regulation more challenging. This
paper presents an optimal control strategy in order to perform
the proportional power sharing and voltage regulation for
multiple feeders in islanded AC MGs. The case study simulation
for optimizing the power sharing and voltage regulations in
proposed control strategy has been verified through using
MATLAB/Simulink systems.

Keywords—Optimal control; power sharing; voltage regulation;
MG

. INTRODUCTION

The application of distributed power generation such as
wind turbine, photovoltaics’ and fuel cell has been
experienced a fast development in the past decades [1] [2].
DG units as compare to conventional centralized power
generation, provides more clean and renewable power close to
consumer’s end [3][4]. Therefore, it can ease the stress of
numerous traditional  transmission and  distribution
framework[5]. Power electronics converters are interfaced
between DG units and the grid, are the vital elements of the
MGs [6] , and perform the flexibility of islanded or grid
connected operation.

On the other side, high infiltration of power electronics
based DG units presents couple of issues, such as voltage
deviations, frequency and power flow variations [7]. In order
to sort out these aforementioned problems, the idea of MG has
been emerged, which is based on the control of multiple DG
units. As compare to a solitary DG, MG can accomplish
predominant power management within its distribution
network [3]. The MG can operate either in grid-connected
mode or islanding mode. In grid connected mode, the MG is
connected with the main grid at the point of common coupling
(PCC) and according to dispatched references every DG unit
provides proper active and reactive power. The most used
control strategies are reported in [8] for grid connected
inverters.

In the operation of islanded MG mode, the load demand
should be appropriately shared by DG units according to their
respective ratings and availability of power from either their
respective prime movers or energy sources [3].
Communication based power sharing control strategies
include master/slave control, concentrated control, and
distributed control[8], while control strategies without
communication are usually based on the droop concept, which
can be classified into four main categories: 1) conventional
and variants of the droop control[9]; 2) construct and
compensate based strategies[10]; 3) the hybrid droop/signal
injection strategy; 4) In [11] virtual framework structure-based
method is developed.

Traditional frequency and voltage magnitude droop control
approaches are adopted for interfacing inverters in a
decentralized mode to attain power sharing and voltage
regulation [12]. However, a little while back is observed that
conventional droop control strategy in low voltage MG has led
to have few power control stability issues, as the DG feeders
have largely resistive (high R/X ration) behavior [7]. It can
also be observed that active power at the steady state is
usually proportionally shared among DG units, while the
reactive power sharing deteriorates due to mismatched of DG
units output and feeder impedances [7]. The impedances of
transmission line be asymmetrical due to distinctive
separations amongst DG units while the design of LCL filters
are depends on varying system conditions and design
considerations which leads to dissimilar DG unit’s output
filters impedances [13] [7]. In addition, the presence of local
loads and the complex network MG configuration usually
further increase load sharing performance.

To resolve the power control problems, few enhanced
droop control strategies [11] and [14] have been reported in
previous literature. In [15], an accurate power sharing control
approach has been reported to restore the load point voltage
with the decreased voltage deviation. Author proposed an
enhanced reactive sharing strategy in[5]. Aforementioned,
these two strategies are, however, attained at cost of inverter
terminal voltage deviation. Furthermore, the droop strategies
based on virtual impedances methods are seen as a promising
strategy to handle power sharing issue. The virtual frequency-
voltage frame and virtual power idea were reported in [14]
[14]and [11], that enhance the stable operation of the MG
system. However, these strategies cannot subdue the reactive
power sharing errors in the meantime. In addition, appropriate
power sharing among inverter and electric machine is subject
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to challenging in these strategies, when small synchronous
generators are included into the MG. Although the author
addressed the power sharing issue in[16], but the respective
steady state voltage distortion deteriorates the overall power
quality of MG. Author proposed an “Q-V dot droop” strategy
in [13], but it is noticed that reactive power sharing
enhancement is not evident when the local loads are
incorporated. Author in [17] used additional PCC voltage
measurement in order to mitigate the error of reactive power
sharing. In [18], an enhanced virtual impedances control
method has been reported for a DG unit, that is able to
compensate for the unequal feeder impedances. Although, the
power sharing can be enhanced by virtual impedance based
droop control strategies but voltage droop and virtual
impedance deteriorates the inverter terminal voltage quality
[19].

In order to reduce the tradeoff among reactive power
sharing and bus voltage deviations in multi feeders a recent
control strategy is developed in [20] where a Kalman filter-
based state estimator used which required high bandwidth date
rate. In addition, feeders can be located at considerable
distance from each other, therefore it increases complexity and
reduce the reliability and flexibility of MG operation.
Therefore, this paper proposed an optimal control load
demand sharing strategy for multi-feeders which is directly
based on load estimation and optimal regulator as shown in
Fig. 3. The salient contribution of this work can summarized
as follows:1) The load is estimated at respective feeders which
reduces the bandwidth data requirements; 2) The proposed
optimal control strategy achieved task of proportional power
sharing and system voltage regulation for multiple buses
simultaneously.

The rest of this paper is organized as follows. In Section I,
the operation of MG is discussed. The operating principal of a
proposed control approach is given in section IlIl. The
simulations results are presented in section 1V and finally
section V concludes the paper.

Vk £0k

Vi £0i

S=Pi+jQi

DG ith

Fig. 1. Ani" Inverter Connected with k™ AC Bus.

MG mliel T
S e
Doxroar 4
Controlier _'[ij
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MGs are consisting on considerable number of DG units
and connected load as shown in Fig. 2. Every DG unit is
connected to the MG with an interfaced inverter where DG
inverters connected to the PCC via their corresponding
feeders. The statues of main grid and MG are controller by the
MG central controller. Depending on operations requirements,
the main grid can be connected or disconnected from the MG
by switching the state of static transfer switch STS at the
common bus coupling point. In the grid-connected operation
mode, the active and reactive reference usually are allocated
by central controller and in order to track the power the
conventional droop control strategy can be used. PI regulation
for the voltage magnitude control used to mitigate the steady
stated reactive power tracking errors. So, during grid
connected mode the power sharing is not concern. When
micro grid is operating in islanded mode, the load demand of
MG should be properly shared by DG units. In this mode of
operation, the DG units can operate using conventional power
frequency droop control strategies as

o =0%-D,.P
i i Pi i

1

V.=V.*-D_.Q.
i i Q Qz (2)
Where, V*e,D,andD, are the nominal voltage

magnitude, nommal frequency, real and reactive power slops,
respectably for i DG unit.

Distribution

Substation
feeder STS

Microgrid

L»Mece

Feeder i
Load ith Xi

Load

Ri
Dlstrlbutlon Generator 1

<
<

Communication
; -I 1‘ / E

Flg 2. lllustration of the Microgrid Conflguratlon Operation of MG.
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Fig. 3. Block Diagram of Proposed Optimal Control Strategy.

19|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Il. PROPOSED OPTIMAL CONTROL STRATEGY

A radial type feeder is used in proposed optimal control
strategy as illustrated in Fig. 2. All three buses Vyusi, Vius2,
and Vs are fed through two DG units DG1 and DG2
interfaced using three phase, three wire power electronics
inverters connecting through feeder impedances with three
linear l0ads Ryad1, Ricadz @nd Rygags-This proposed strategy is
composed on load estimation and optimal steady state
estimator regulator. Load estimation strategy used in order to
estimate specific feeder’s impedances which have advantages
that it reduces the data bandwidth requirements. Based on
these load estimation values Z,,q; the optimal regulators are
responsible to compute the optimal control command which is
a cost function and send two optimal control commands u¢;
and ug, to power controllers in order to realize proportional
power sharing and voltage restoration. Ld2/Rd2 and Ld3/Rd3
are disturbance load which are exerted to examine the
effectiveness of this proposed strategy for both inductive and
resistive MGs. Different cases of disturbance load addition are
further discussed in detail in section 4.

A. Mathematical Model

In order to explain operation of a MG, a simplified circuit
in Fig. 1, is illustrated where two i" and k™ DG units are
parallel connected. The complex power drawn towards the k™
ac bus can be expressed as.

Sic =R+ 1Qy 3)

Where, active power P; and reactive power Q; are
introduced at every existing node by DG converters. If power
inverters are supposed to be an ideal controllable voltage
source which is connected to line impedances via mains, then
the movement of real and reactive powers in transmission line
impedances can be expressed as.

% .
P = e +1x2 [RV.,=RYV, cosd, +X.V, sind, | "
i i 4

Q. :%.[—Rivk sind, +X,V, - XV, cosd, ]
RS +x;
P (®)
Where, i=1,2 represents the two branches in circuit. V; is
magnitude of inverter output and V| represents the PCC bus
voltage, while P; and Q; are the active and reactive powers
flowing from i™ inverter terminal to k™ common bus voltage,
illustrates the difference amongst the power angle phase of the
output impedance.

In higher voltage HV and medium MV network the
inductive elements are typically higher then resistive as shown
in table 1 [11], however, HV and MV networks have inductive
behavior, therefore we can neglect the resistive part. As power
angle 0 is small in such type of lines so we can assume that
and the possible power flow in network can be written as

ALY d,] (6)
X.

i

i,R,=0

Vol. 9, No. 12, 2018

- Vizvk _ Vivk Cosark

Q,‘/ = ~
R =0 xi (7)
Where,
ai _ak o« Px (8)
V=V Q (9)

According to expression (8) and (9), it is obvious that the
real power P; drawn towards k™ node predominately depends
on power angle while reactive power Q; injected by each DG
inverter mostly controlled by voltage difference V; -V of ith
and kth ac bus.

B. Load Estimation and Optimal Regulator Principal

Proposed optimal control strategy used to estimate the load
at specified feeder follows variable frequency local voltage
based park transformation as expressed in (10) and elaborated
in Fig. 4(a). This strategy, firstly sensed the voltage Vy,s; and
current lp,s; at local node of i" feeder, later both voltage and
current signals are converted into abc—dqg0, where rotating
frame is aligned 90 degrees behind A axis. dgq0 values
converted from real-imaginary inputs to a complex valued
output signal, where load impedances Z,_., | is achieved by
ratio of V; £0; and i; £8; which is also a complex valued
signal as expressed in (11). Since, optimized cost function
impedances which is expressed in (13), input signals should be
real-imaginary valued signal, so a complex to real-imaginary
block is used as shown in Fig. 4(a), and elaborated in (12),
which converts the complex load impedances signals to real-
imaginary valued impedances signals. Aforementioned, these
impedances are estimated at respective feeders which reduce
the bandwidth data requirements. Later these impedances
signals are sent to the proposed optimal controller achieved
task of proportional power sharing and voltage restoration for
multiple buses simultaneously.

::ll.'
| Park Transformation l o~ —
— ey (@)
I,,,_.-,."_ ( _ [":D ‘\.,_ Y
-, S _ -

L W PR T}
Hhi= a
w* f’k'f

Optimizad Cost Function

]

Fig. 4. (a) Load Estimation of i" Feeder (b) Frequency Regulation.
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X n
—il wt=2
7(m 2)

U, =(u, +j.uq) =(u, +j.u,6,).e

u, sin(wt) —cos(wt) 0 |u,
u, |= cos(wt) sin(wt) O] |u,
u 0 0 1 u,
’ (10)

Vmux = \[(Vmaz)z 7(Vlmag ) 0, = tan™ Veea ! Vlmng}

. . 2 . 2. _ .
lmug = (lRL’HI) _(llmug) ’ ai =tan i

Real /lImug

(11)
14

Real

=V, cosZ0,; V,

Imag

=V.sin zal}
i

reat =1 €O8L0,; iy =1,8In L0, (12)

Once the load impedances founded, the optimal regulator
is a following critical step. The proposed optimal regulators
are an optimized cost function which is presented in order to
compute control commands according to the estimated
network impedances. Different type of optimization
techniques is being used such as linear, quadratic and higher
order optimization strategies in order to minimize or maximize
cost function of the system. Linear optimization has wide area
of application and it is easy regarding solvability but the
limitation of linear optimization is that it works only with the
variables that are linear as well as problem formulation is
freaky. Higher order cost functions are convenient but solution
is inconvenient. In this paper, quadratic optimization based
cost function is used which is easy regarding solvability,
problem formulation and solution is also convenient. Some
cost functions have constrained reactive powers which can be
supposed to equal i.e Q;=Q, in order to vary the tradeoff
among real power and inverter terminal voltages, but usually
the reactive power requirement is not so stringent, so in this
case, this paper used constrains real powers which are
supposed to be equal P;=P, and the tradeoff among bus
voltage and reactive powers is found through minimization.
Moreover, the desired control commands are acquired by
computing the optimization cost function that minimize the
reactive power sharing error AQ; and voltage error AV; at
specific bus, which can be expressed as

min ]:(Zh (whj (VbL157 - ijgf ))2 ] + (QJQ (Ql - Q,’+1 ))2
j=1

constrainsts P, —P, =0 (13)
In the cost function wp; and g are the weights for network
voltages at specific bus and reactive power error, respectively.
Vit (j=1,2,3) are set at nominal voltage 300V, while n,=3 is
the number of buses that has been chosen. Nevertheless, the
limitation with is proposed strategy is that, it requires the
accurate grid impedances of every load node which aggravates
the computationally complexity with increase in feeder
numbers. By considering that limitations, in future the whole
grid network impedance can approximated into one load node
which will reduce the computationally burden over system.

However, moving forward, after computing every optimal
controller sends desired control commands to their respective
power controllers and operates with the control commands

Vol. 9, No. 12, 2018

until upcoming sampling update. Frequencally, the optimal
regulator obtains new estimated impedances due to
measurements feedback and accordingly revises its original
control plan. Then, the voltage control commands are send to
compensate for voltage and reactive power sharing deviations.

C. Power Flow Control

Proposed control strategy is illustrated in Fig. 5. The
output frequency and voltages of Inverter Bridge connected
with dc power source are adjusted by power, voltage and
current controllers. Every individual DG unit is formulated in
its d-g frame where they depend on their both individual
angular frequency and angle. Every inverter interfaced with
DG units are transferred to the d-q frame by using following
transformation equations as

{ fD} ~ [cos(az‘) —sin(@i)}{ fd}
fo sin(0i)  cos(di) || £, (14)
The power controller block for proposed strategy is

illustrated in Fig. 5, adopts P-o droop as illustrated in (15) and
provides the angle of i™ DG units which can be express as

P

— * _
W, =, My L (15)

0, = [ (@, - 50,)dt 16)

Where o*; =and mp; are the reference frequency and the
P-o droop coefficient, respectively. Noticeably, the voltage
references u¢ as shown in Fig. 5, is used instead of Q-V
droop, which can be calculated by optimization based cost
function as discussed aforementioned in section B. However,
the average real power is acquired by instantaneous power
passing low-pass filters as expressed below

w
P =——p,
Where, o, is cutoff frequents of low pass filters

Instantaneous active power pi can be represented in d-q frame
as

pi = Vodi 'iudi + Voqi 'iuqi (18)

Here, vouq and iqgq are inverter terminal voltage and
current, respectively on d-q frame.

& _-I
Bower
Controller

Fig. 5. Proposed Optimal Control Strategy.
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D. Frequncy Regulation

The secondary controllers for MGs are based upon
frequency restoration. Since, the real power highly influences
the frequency of generator-dominated grids. This feature is an
edge, since frequency is controllable variable that gives the
information regarding to generation or consumption balance
of the grid. The frequency regulation strategy which is
implemented in order to restore the frequency of system is
illustrated in Fig. 4(b) which regulates the frequency
deviations of i DGs units to its nominal value. Frequency
restoration strategy can be expressed by o* and w,, are the
nominal reference frequency and measure system frequency
that is being sensed by each node of DGs unit’s interface
inverters in the neighborhood of the node i being considered.
Frequency correction is send to frequency reference of the i
inverters node, while Ky and K; are the proportional and
integral gains, respectively, for controllers.

N
_ Z Oy
a)llvg = k :1N

o, =(0*- wﬂvg)

oo, =k o, +k, [odt

19)
E. Mechanism of Reactive Power Sharing

The output of the optimizer is set of voltage phasors and
its implementations require the information of voltage phasers
of all inverters participating the MG. A direct reconstruction
of such information needs very fast and reliable
communication and computation infrastructure. However, in
presented approach the phases have been modified through
frequency/real power droop control and only voltage
magnitudes are updated in accordance with the optimizer
output. This combination will render accelerates active power
sharing which is also considered as constraint in cost function.
Consequently, the correct phase angle will automatically be
adjusted by system.

I1l. RESULT AND DISCUSSION

In order to verify the effectiveness of proposed control
approach, the simulations have been carried out on
MATLAB/Simulink for a three phase 50-Hz islanded MG. As
illustrated in Fig. 6 the simulated MG is composed on two
DG1 and DG2 unites connected in parallel with three linear
loads via feeder impedances. The circuit and control
parameters are shown in Fig. 6 and Table 1, respectively.
Simulation verifications are composed on two cases. The case
1 and case 2 investigates the effectiveness of proposed control
strategy on different disturbance locations in inductive and
resistive MG, respectively.

Vol. 9, No. 12, 2018

Pl DG 2
{I;'_“‘ R

Fig. 6. Proposed Circuit Configuration.

A. Case 1: Optimal Control Strategy for Inductive MG

In this section, results obtained from proposed strategy and
without proposed strategy for inductive are discussed. The
key parameters and configuration for inductive MG are given
in table 2 and Fig. 6, respectively

TABLE Il.  SYSTEM PARAMETERS FOR INDUCTIVE MICROGRID
Parameters Symbol Value
Frequency fs 50Hz
Inverter Rating VA 10kVA
Filter 1 impedances Re+jXe 0.25+j0.785
Filter 2 impedances R +jXe2 0.25+j0.785
Line 1 impedances Riine1 +j X fine1 0.2+j0.628
Line 2 impedances Riine2+j X fine2 0.2+j0.628
Load 1 impedances Rioad1 +jXioaa1 | 20+j3.140
Load 2 impedances Ricatz+iXicasz | 20.4+j3.15
Load 3 impedances Ricads+jXioaas | 20+j3.140
Disturbance load at Bus 2 La2/Rg2 10mH/19
Disturbance load at Bus 2, 3 La/Re 7+j0.314, 10+j0.628
Lgs/Ras

TABLE I. TYPICAL LINE IMPEDANCES
Type of Lines R(Q /km) X(Q/km) R/X
Low voltage line 0.642 0.083 7.7
Medium voltage line 0.161 0.190 0.85
High voltage line 0.06 0.191 0.31

1) Power Sharing with load variation at bus 2: In this
case, the all buses voltage error weight wa-c and reactive
power error weight ®Q are not changed and set at 1 which
does not have any effect on cost function. In order to realize
proportional power sharing and verify the optimal control
strategy a heavy disturbance load Ld2/Rd2 with value of
19+j3.140 exerted at bus 2 on 0.2 seconds. Fig. 7 and 8
depicts the performance of voltage regulations and power
sharing, respectively, with and without proposed control
strategy. In conventional control strategy the bus voltages
drop (dotted curves) can be seen in Fig. 7(a-b). since droop
controllers decrease voltages in order to track the aggravated
reactive power. More than 3 volts’ deviation at bus 2 and bus
3 has been compensated in proposed strategy as illustrated in
Fig. 7(a-b) and stabled at 297.2 V and 297.56 V, respectively.
In addition, active power sharing error 4.3KW and reactive
power sharing error 710VARcan be noticed in Fig. 7(c) and
Fig. 8(b). Once the proposed optimal control strategy is
activated at 0.2 seconds, it can be observed in Fig. 8(a and c)
that active and reactive power sharing error are compensated
in to almost zero with a smaller startup divergent behavior.
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2) Power Sharing for different disturbance locations: This
section further investigates the effectiveness of system voltage
regulations and power sharing behavior to unknown multiple
disturbances. In this case, a serious disturbance load
(Ld2/Rd2) and (Ld3/Rd3) are exerted on same time on 0.2
seconds at bus 2 and 3, respectively, as shown in Fig. 5 which
led up t020.4v and 23.4Volts deviations at bus 2 and bus 3,
respectively. Proposed strategy is activated at 0.2 seconds,
which reduces deviations of 13.4 V at bus 2 and stabled
voltage curve at 293 V as illustrated in Fig. 9 (a), while 14.9V
deviation has been compensated at bus 3 as shown in
Fig. 9(b), and voltage curve is stabled within acceptable +-
0.5V range. Further, multiple disturbance load at different
locations effects power sharing, as active power error 8.01Kw
and reactive power error 1.08KVAR is noticed in Fig. 10(c)
and 10(b). When the proposed control strategy is activated at
0.2 seconds power sharing error is compensated to almost zero
as shown in Fig. 9 and 10. Optimal Control Strategy for
Resistive MG.
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To further investigates the effectiveness of proposed
optimal control strategy, the results are obtained for resistive
MG as shown in Fig. 11, 12 and 13. System configuration and
parameters for resistive MG are illustrated in Fig. 6 and table
3 respectively. In this case I, the objective of optimal control
strategy is to realize proportional power sharing and hold bus
2 voltages at its nominal voltage Vs valued 300 V, in the
presence of load disturbance Ld4/Rd4.

1000
3
< 900
= I
a Q1-Q2= 75 VAR
: o .
& 800 ——
- —Q1DG2
é — Q2-DG2
Q —p———
= 700 \
[+4 gL i

O = 34 aagdeda at |
. | |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Time (s)

Fig. 11. Reactive Power Sharing without Proposed Control Strategy.

TABLE Ill.  SYSTEM PARAMETERS FOR RESISTIVE MICROGRID
1000
Parameters Symbol Value oo
3
Filter 1 impedances Rcl+jXcl 1.5+j0.314 < 900}
Filter 2 impedances Rc2+jXc2 1.5+j0.314 q;.) \
n n n VIT - After proposed strategy activation
Line 1 impedances Rlinel+jXlinel 0.75+j0.157 & 800}
-]
Line 2 impedances Rline2+jXline2 0.75+j0.157 e
(3]
- - - 700
Load 1 impedances Rload1+jXloadl 30+j3.140 é
Load 2 impedances Rload2+jXload2 30.4+j3.15 o~ | | | | |
Load 3 impedances Rload3+jXload3 35+j3.140 0 0.1 0z 03 04 05 06 0.7
_ Time (s)
Disturbance load at Bus 2 Ld4/Rd4 1mH/20
Fig. 12. Reactive Power Sharing with Proposed Control Strategy.
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Fig. 13. Bus 2 and 3 Voltages with and without Proposed Strategy Illustrated in Figure (a) and (b), Respectively, Keeping Weight Q,=1, While at 2,=300 is
Illustrated in Figure (c) and (d). Figure (e) and (f) lllustrates active Power Sharing without and with Proposed Control Strategy.
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3) Power Sharing and Bus 2 Voltage Control: To validate
the optimal control strategy, a disturbance load Ld4/Rd4 with
valued 1mH/200hm is exerted at bus 2 on 0.2 seconds.
Voltage deviation of valued 13 V and 12 V is observed in
conventional control strategy at bus 2 and 3. This voltage
deviation has been compensated with help proposed control
strategy, which stabled bus 2 voltage at 296 V and bus 3
voltage at 298 V, while keeping weight values wb=1 and
wc=1 as illustrated in Fig. 13(a- b). Still 4V volts deviation
occurred at Bus 2 in proposed control strategy as shown in
Fig. 13(a). To hold bus 2 voltage at its nominal value Vref in
presence of disturbance load, the voltage error weight Wb is
set 300 while all other buses and reactive power weights are
set at 1. The results obtained for Bus 2 after changing of its
weight, are shown in Fig. 13(c-d) where it stabled to its
nominal value 300 V voltage. Further, active power error
2260W and reactive power error 75 VAr has been observed in
conventional control strategy as illustrated in Fig. 11 and
13(e), respectively. This power sharing error has been
compensated to zero in proposed control strategy as depicted
in Fig. 12 and Fig. 13(f), respectively.

The strategy adopted for frequency regulation is illustrated
in Fig. 4(b). Frequency deviation is eliminated at 0.2 seconds
as shown in below Fig. 14, which is within acceptable range
0.5 Hz.

Frequency( Hz)

L i H

Time (s)

Fig. 14. Frequency Regulation.

IV. CONCLUSION

In this paper an optimal control strategy was proposed
which performs the twofold objectives in order to realize
proportional power sharing and system voltage regulation for
multiple feeders in islanded AC MGs. The strategy firstly,
estimates the load impedances of specified buses by using
slow communication channel. Secondly, an optimal controller
based optimized cost function with immunity to parameters
perturbations has been developed which sends control
command to inner loop in order to realize proportional power
sharing and voltage control for the specified bus. Finlay, the
effectiveness of proposed optimal control strategy was
investigated under load parameters uncertainties in both
inductive and resistive MGs. The obtained simulation results
show that the proposed optimal control strategy is not
sensitive to MG’s configurations and able to realize
proportional power sharing and controls the specified multiple

Vol. 9, No. 12, 2018

feeder’s voltages in ac islanded MG which, thus enhances the
reliability and flexibility of islanded MG.

REFERENCES

[1] S. Member, J. A. Mueller, S. Member, J. W. Kimball, and S. Member,
“An Accurate Small-Signal Model of Inverter- Dominated Islanded
Microgrids Using dgq Reference Frame,” vol. 2, no. 4, pp. 1070-1080,
2014.

[2] R. H. Lasseter and P. Paigi, “Microgrid: A Conceptual Solution,” no.
June, pp. 4285-4290, 2004.

[3] K. Hashmi et al., “A Virtual Micro-Islanding-Based Control Paradigm for
Renewable Microgrids,” pp. 1-23, 2018.

[4] M. Shahid, Muhammad Umair Mansoor Khan, K. Hashmi, S. Habib, J.
Huawei, and H. Tang, “A Control Methodology for Load Sharing System
Restoration in Islanded DC Micro Grid with Faulty Communication
Links,” Electronics, vol. 7, no. 90, pp. 1-15, 2018.

[5] J. He and Y. W. Li, “An Enhanced Microgrid Load Demand Sharing
Strategy,” vol. 27, no. 9, pp. 3984-3995, 2012.

[6] F.Blaabjerg, R. Teodorescu, M. Liserre, and A. V. Timbus, “Overview of
control and grid synchronization for distributed power generation
systems,” IEEE Trans. Ind. Electron., vol. 53, no. 5, pp. 1398-1409,
2006.

[71 M. Umair and S. Id, “An Improved Control Strategy for Three-Phase
Power Inverters in Islanded AC Microgrids,” 2018.

[8] Han et al., “Aalborg Universitet Review of Power Sharing Control
Strategies for Islanding Operation of AC Microgrids,” | E E E Trans.
Smart Grid, vol. 7, no. 1, pp. 200-215, 2016.

[9] W. Yao, M. Chen, J. Matas, J. M. Guerrero, and Z. M. Qian, “Design and
analysis of the droop control method for parallel inverters considering the
impact of the complex impedance on the power sharing,” IEEE Trans.
Ind. Electron., vol. 58, no. 2, pp. 576-588, 2011.

[10] C. K. Sao and P. W. Lehn, “Autonomous Load Sharing of Voltage
Source Converters,” IEEE Trans. Power Deliv., vol. 20, no. 2, pp. 1009—
1016, 2005.

[11] K. De Brabandere et al., “A voltage and frequency droop control method
for parallel inverters,” Power Electron. Spec. Conf. 2004. PESC 04. 2004
IEEE 35th Annu., vol. 4, no. 4, p. 2501-2507 Vol.4, 2004.

[12] J. M. Guerrero, J. C. Vasquez, J. Matas, L. G. De Vicufia, and M.
Castilla, “Hierarchical control of droop-controlled AC and DC microgrids
- A general approach toward standardization,” IEEE Trans. Ind. Electron.,
vol. 58, no. 1, pp. 158-172, 2011.

[13] C.T. Lee, C. C. Chu, and P. T. Cheng, “A new droop control method for
the autonomous operation of distributed energy resource interface
converters,” IEEE Trans. Power Electron., vol. 28, no. 4, pp. 1980-1993,
2013.

[14] G. Modes, A. Mehrizi-sani, G. S. Member, and R. Iravani, “Potential-
Function Based Control of a Microgrid in,” vol. 25, no. 4, pp. 1883-1891,
2010.

[15] J. He and Y. W. Li, “An accurate reactive power sharing control strategy
for DG units in a microgrid,” 8th Int. Conf. Power Electron. - ECCE Asia
"Green World with Power Electron. ICPE 2011-ECCE Asia, pp. 551-
556, 2011.

[16] M. N. Marwali, J. Jung, S. Member, and A. Keyhani, “Control of
Distributed Generation Systems — Part II: Load Sharing Control,” vol.
19, no. 6, pp. 1551-1561, 2004.

[17] P. Cheng, C. Chen, T. Lee, and S. Kuo, “A Cooperative Imbalance
Compensation Method for Distributed-Generation Interface Converters,”
vol. 45, no. 2, pp. 805-815, 2009.

[18] J. M. Guerrero, L. G. De Vicufia, J. Matas, J. Miret, and M. Castilla,
“Output impedance design of parallel-connected UPS inverters,” IEEE
Int. Symp. Ind. Electron., vol. 2, no. 4, pp. 1123-1128, 2004.

[19] D. N. Zmood and D. G. Holmes, “Stationary frame current regulation of
PWM inverters with zero steady-state error,” IEEE Trans. Power
Electron., vol. 18, no. 3, pp. 814-822, 2003.

[20] Y. Wang, S. Member, X. Wang, Z. Chen, and S. Member, “Distributed
Optimal Control of Reactive Power and Voltage in Islanded Microgrids,”
vol. 53, no. 1, pp. 340-349, 2017.

25|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 9, No. 12, 2018

Modeling of the Consensus in the Allocation of
Resources in Distributed Systems

Federico Agostini', David L. La Red Martinez?, Julio C. Acosta®

Faculty of Exact and Natural Sciences and Surveying, North-eastern National University
Corrientes, Argentina

Abstract—When it comes to processes distributed in process
nodes that access critical resources shared in the modality of
distributed mutual exclusion, it is important to know how these
are managed and the order in which the demand for resources is
resolved by the processes. Being in a shared environment, it is
necessary to comply with certain rules, for instance, access to
resources must be achieved through mutual exclusion. In this
work, through an aggregation operator, a consensus mechanism
is proposed to establish the order of allocation of resources to the
processes. The consensus is understood as the agreement that
must be achieved for the allocation of all the resources requested
by each process. To model this consensus, it must be taken into
account that the processes can form group of processes or be
independent, the state of the nodes where each of them is located,
the computational load, the number of processes, the priorities of
the processes, CPU usage, use of main memory, virtual memory,
etc. These characteristics allow the evaluation of the conditions to
agree on the order in which allocations of resources to processes
will be made.

Keywords—Aggregation operators; communication between
groups of processes; mutual exclusion; operating systems;
processor scheduling

I.  INTRODUCTION

The proliferation of computer systems, many of them
distributed in different nodes with multiple processes that
cooperate for the achievement of a particular function,
requires decision models that allows groups of processes to
use shared resources that can only be accessed in the modality
of mutual exclusion.

The traditional solutions for this problem are found in [1]
and [2], both papers describe the main synchronization
algorithms in distributed systems. The author in [3] presents
an efficient and fault tolerant solution for the problem of
distributed mutual exclusion. The authors in [4], [5] and [6]
present algorithms to manage the mutual exclusion in
computer networks. In [7] are detailed the main algorithms for
distributed processes management, distributed global states
and distributed mutual exclusion.

The allocation of resources in processes should be
performed taking into account the priorities of the processes
and also the state in terms of workload of the computational
nodes in which the processes are executed.

Also, solutions (which may be considered traditional) have
been proposed for different types of distributed systems in [8],
[9], [20], [11] and [12]. Other works that focused on ensuring
mutual exclusion have been presented in [13] and [14]. An

interesting distributed solution based on permissions is
presented in [15] and a solution based on process priorities can
be found in [16].

In this paper, a new aggregation operator will be presented
specifically for solving the aforementioned problem. This falls
under the category of OWA (Ordered Weighted Averaging)
operators, more specifically Neat OWA. The use of
aggregation operators in decision models has been widely
studied. For example, [17], develops methodologies that solve
problems in the presence of multiple attributes and criteria and
in [18] the way to obtain a priority vector is collectively
studied, which is created from different formats of expression
of the preferences of decision makers. The model can reduce
the complexity of decision-making and avoid the loss of
information when the different formats are transformed into a
single format of expression of preferences. In addition, [19]
presents the main mathematical properties and behavioural
measures related to the aggregation operators. A review of
aggregation operators, especially those of the OWA family, is
presented in [20], [21] and [22]. OWA operators applied to
multicriteria decision making are presented and analysed in
[23], and [24] analyse the OWA operators and their
applications in the decision making process. In turn, in [25] a
complex and dynamic problem of group decision making with
multiple attributes is defined and a resolution method is
proposed, which uses a consensus process for groups of
attributes, alternatives and preferences, resulting in a decision
model for problems of the real world.

This study will present a variant of an innovative method
for the management of shared resources in distributed
systems, based on [26] and [27], in which an aggregation
operator is developed to assign resources in distributed
systems. Here, we establish a consensus model that favours
the sequential access of the processes to all the requested
resources. The premises, data structures and the operator
mentioned in [26] and [27], are used as a starting point to
create a new operator in the scenario described next.

This paper, which presents an innovative method for the
management of shared resources in distributed systems is
structured as follows: Section 2 explains the data structures
that the proposed operator will use, Section 3 describes the
aggregation operator, in Section 4 a detailed example of this is
shown, then the Conclusions and the Future lines of work are
presented, and then the Acknowledgments, the References and
the appendix are shown.
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Il. DATA STRUCTURES TO BE USED

The proposed scenario considers the following conditions:
In first place, the processes must have access to shared
resources in the mutual exclusion modality. In second place,
they must be able to form groups of processes (independent
processes are considered as unitary groups). In third place, the
processes must not require synchronization (that is, to be
active in their respective processors at the same time) and they
must have strict consensus requirements in order to gain
access to the resources (an agreement is required in order to
consecutively allocate the resources requested by a process,
that is, once the resources allocation sequence is started, it
cannot be interrupted to allocate resources to other processes,
until the active process releases the resources).

These are groups of processes that are distributed in
process nodes that access critical resources. These resources
are shared in the form of distributed mutual exclusion and it
must be decided, according to the demand for resources by the
processes, what the priorities to allocate the resources to the
processes that require them will be (only the resources that are
available to be assigned in the processes will be taken into
account, that is, those not yet allocated in certain processes).

e The access permission to the shared resources of a node
will not only depend on whether the nodes are using
them or not, but on the aggregation value of the
preferences (priorities) of the different nodes regarding
granting access to shared resources (alternatives) as
well.

e The opinions (priorities) of the different nodes
regarding granting access to shared resources
(alternatives) will depend on the consideration of the
value of variables that represent the state of each one of
the different nodes. Each node must express its
priorities for assigning the different shared resources
according to the resource requirements of each process
(which may be part of a group of processes).

These available shared resources hosted on different nodes
of the distributed system may be required by the processes
(clustered or independent) running on the nodes.

Possible states of each process:

¢ Independent process.

e Process belonging to a group of processes.
e Possible state of each one of the nodes:

e Number of processes.

e Priorities of the processes.

e CPU usage.

e Main memory usage.

e Use of virtual memory.

e Additional memory required for each resource
requested by each process (depending on the
availability of the data).
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e Additional estimated processor load required for each
resource requested by each process (depending on data
availability).

e Additional estimated input / output load required for
each resource requested by each process (depending on
data availability).

e Status of each one of the shared resources in the
distributed mutual exclusion mode in the node:

e Assigned to a local or remote process.
e Available.

e Predisposition (nodal priority) to grant access to each of
the r shared resources in the mode of distributed mutual
exclusion (will result from the consideration of the
variables representing the node status, the priority of the
processes and the additional computational load, which
would mean allocating the resource to the requesting
process).

e Current load of the node, which can be calculated as the
average CPU, memory and input / output usage
percentages at any given time (these load indicators
may vary depending on the case, some may be added or
changed); the current load categories, for example,
High, Medium and Low, should also be defined, with
value ranges for each category being indicated.

The scenario proposed in this study considers resources
and processes in distributed operating systems, applied to the
telecommunications environment, but without being limited to
any specific communications protocol, meaning that it is a
generic scheme. It is considered that the application of the
proposed method would result in an increase in the traffic of
control information, but the overall performance of the system
would improve by allocating resources to the processes
according to a holistic and cognitive decision-making scheme
that also guarantees mutual exclusion in access to shared
resources.

Fig. 1 shows the resources requests by the processes, the
resources already assigned and the nodes in which they are
located.

"E—0

Resource assigned

o —>n

Resource required

Node b

@ rrocesses B Resources ) Nodes

Fig. 1. Resources and Processes at Nodes in Distributed Systems.
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I11. DESCRIPTION OF THE AGGREGATION OPERATOR
The proposed operator consists of the following steps:

1) Calculation of the current computational load of the
nodes.

2) Establishment of the categories of computational load
and the vectors of weights associated with them.

3) Calculation of the priorities or preferences of the
processes considering the state of the node (in each node for
each process).

4) Calculation of the priorities or preferences of the
processes to access the available shared resources. (calculated
in the centralized manager of shared resources) and
determination of the allocation order and to which process the
resources will be allocated.

Each one of the steps of Fig. 2 is described in [26] and
[27].

In Fig. 2, there is a list of the necessary steps to obtain the
final global priorities to assign the resources (DSAF,
Distributed Systems Assignment Function).

o CALCULATION OF PROCESSES IN EACH GROUP
CALCULATION OF PROCESSES IN EACH NODE

o AVAILABLE SHARED RESOURCES IN EACH NODE
o RESOURCES REQUESTED BY THE PROCESSES

VALUES OF THE CRITERIA TO MEASURE THE COMPUTATIONAL LOAD IN EACH NODE
O VALUES OF THE CATEGORIES TO MEASURE THE COMPUTATIONAL LOAD IN EACH NODE

o WEIGHTS ALLOCATED TO THE CRITERIA TO CALCULATE THE PRIORITY OR PREFERENCE
THAT EACH NODE WILL GRANT TO EACH REQUEST FROM EACH PROCESS ACORDING TO
THE NODE LOAD

ASSESSMENTS ALLOCATED TO THE CRITERIA TO CALCULATE THE PRIORITY OR NODE
PREFERENCE THAT EACH NODE WILL GRANT TO EACH REQUEST FROM EACH PROCESS
ACORDING TO THE NODE LOAD

O NODAL PRIORITIES OF THE PROCESSES TO ACCESS TO EACH RESOURCE

o FINAL WEIGHTS AND NORMALIZED FINAL WEIGHTS ALLOCATED TO THE PROCESS TO
CALCULATE THE PRIORITY OR FINAL PREFERENCE OF ACCESS TO THE RESOURCES

FINAL GLOBAL PRIORITIES OF THE PROCESSES TO ACCESS EACH RESOURCE
DSAF O FINAL GLOBAL PRIORITIES TO ALLOCATE THE RESOURCES

ODSAF o ORDER OR FINAL PRIORITY OF ALLOCATION OF RESOURCES AND PROCESS TO WHICH
EACH RESOURCE IS ALLOCATED

CDSAF NEXTS STEPS CONSISTS IN REPEATING THE PROCEDURE, BUT ELIMINATING THE ALREADY
MADE ALLOCATIONS FROM THE RESOURCES REQUESTS

Fig. 2. Steps to Obtain the DSAF, ODSAF and CDSAF Functions.
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TABLE I. CONCATENATION OF THE ORDERED ASSIGNMENT TABLES
(ODSAF) OF EACH ONE OF THE ITERATIONS CORRESPONDING TO THE
GENERAL METHOD

ODSAF Iterations

Rows from 1 to n

Istiteration n= number of rows of the ODSAF first iteration

Rows from n+1tom

2nd iteration m = number of rows of the ODSAF second iteration

last iteration m = number of rows of the ODSAF second iteration

The order or priority of allocation of the resources and the
process to which each resource is assigned (ODSAF, Ordered
Distributed System Assignment Function) can be seen in
Table 1.

The last step is to repeat the procedure but removing the
already made allocations from the resources requests (CDSAF,
Concatenated Distribution Systems Assignment Function), as
shown in Fig. 3.

=:l I 1st resource r, of DSAF(rU)
(@ process with higher priority for the selected r

First assignment, ordered by resources

[ i-th resource r of DSAF(ru)
© process with higher priority for the selected N

[ last resource r of DSAF(ru)
@ process with higher priority for the selected M

@ Q .+ First assighment, ordered by priority

= B resource y of Max(DSAF(rD))

@ process with higher priority for the selected ry

[ resource r, of Max(DSAF(r )} for the not assigned r,
if i i
@ process with higher priority for the selected r

[ last resource r, of Max(DSAF(rU))
@ process with higher priority for the selected r,

L cosar e

First round of assignment, ordered by priority
i-th round of assignment, ordered by priority
Last round of assignment, ordered by priority

Fig. 3. Steps to Obtain the DSAF, ODSAF and CDSAF with their
Corresponding lterations.

The CDSAF table is obtained from the concatenation of
the ODSAF tables of each iteration, as shown in Table 1.

a) Final global priority of the process

Once the CDSAF table is completed (Table 1), the final
global priorities of the processes will be calculated in order to
access all of its resources, and the order in which each one
will be allocated will be established, receiving all the
requested resources. For this, the CDSAF table will be
considered, the priorities of all the resource/process
assignments will be added for each process, and they will be
divided by the number of assignments of that process. The
process with the higher final global priority will be the first
one to get the requested resources. This constitutes what will
be called the Final Global Priority of the Process (FGPP), as
shown in Fig. 4.

FGPPi=i=1,..h= 2 CDSAF)

~ Number of global assignments of the i process
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CEE@ P, - @ pu) / total of

assignments
for the
first process

o
ﬁrst assignment | Iast assighment

priority priority

FGPP,

fo) (rij H O Per o+
lf'irst assignment |

total of
LEeO pel) / assignments

Iast assignment for the
77777777777777 i-th process

priority priority
I o FGP,Pf
r. r. total of
[o) i - O pﬂ.ﬂ - i - O p"F) / assignments
first assignment Iast assignment for the
| Ry e N P <G last process
priority priority
r. withinodesfrom1 ton
e . FGPP, Y with j resources from 1to r
p. “withinodes from1 ton
" with f processes from 1to p
Fig. 4. Calculation of the FGPP of each process.
pomTTTITTIIIRT Y
Q Maxj Max, |+ ._-Enaxj—___¢ Max, E\naxJ | | | | |
| |

,,,,, R ‘

not ordered = FGPPJ & OFGPP

=1, f

2nd: OFGPP, = Max (not ordered FGPP)

=1, ]
[Max:] | |

-th: OFGPP, = Max (m)t ordered FGPP}
=L i

o] Max Max, Max, |Max,

S
[ Max [+ Max,
i J

[
last: OFGPPI = Max {not ordered FGPP‘)
=1,

‘I\f‘\ax1

Max, |+

Fig. 5. An example of the calculation of the OFGPP of each process.

h= total number of processes in the system (summation of
processes of the nodes); j=number of resources allocated to
the i process.

The elements of the FGPP vector must be ordered from
highest to lowest to obtain the global priority order of
allocation of resources to processes, as shown in Fig. 5.

Ordered Final Global Priority of the Process (OFGPP)

j= cardinality of FGPP (number of processes in the
system)

OFGPPi= Max (not ordered FGPPi) i=1, ..., ]

not ordered = FGPPi ¢ OFGPP

1st: OFGPP,; = Max (FGPPI) i=1,...,]

2nd: OFGPP, = Max (not ordered FGPPi) i=1, ..., ]
last: OFGPPj = Max (not ordered FGPPi) i=1, ..., j

b) Ordered concatenated distributed system assignment
function (ocdsaf)
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CDSAF O CONCATENATED DISTRIBUTED SYSTEM ASSIGNMENT FUNCTION

FGPP FINAL GLOBAL PRIORITY OF THE PROCESS

OFGPP 0 ORDERED FINAL GLOBAL PRIORITY OF THE PROCESS

OCDSAF o ORDERED CONCATENATED DISTRIBUTED SYSTEM ASSIGNMENT FUNCTION

Fig. 6. Steps to go from the CDSAF to the OCDSAF.

The OCDSAF will establish the order of the final global
priority allocation of processes to access its resources, and the
order in which each one will be allocated, getting all the
requested resources. For this, the CDSAF and OFGPP tables
will be considered, as shown in Fig. 6.

The cardinalities (number of allocation of resources to
each process) obtained from each one of the processes of the
OFGPP vector in the CDASF table will be calculated.

CP; = process cardinality (OFGPP;) in CDSAF.

Then, each one of the allocations of resources to processes
in the CDSAF table of each one of the OFGPP vector
processes will be obtained. The total number of allocations for
each process will be determined by the cardinality calculated
in the previous step, as shown in Fig. 7.

In Fig 7, the first step is to calculate the priority of the
process pex, considering all rounds at CDSAF. The second step
is to obtain the position in the OFGPP vector according to the
calculated priority. The third step is to find all the assignments
of the pe process in the CDSAF and place them in the
OCDSAF in the order in which the pg process appears in the
OFGPP. The representation of resources r; indicate the
resources (whose first sub-index represents the node where it
is and the second sub-index represents the resource number
itself) that are assigned to the p process (whose first sub-
index represents the node where it is and the second sub-index
represents the process number itself) in each round. Although
the resources have the same sub-indexes, they are not
necessarily the same resources, but they can represent
different resources that are assigned several times in the
different rounds, but always to the same pg process. The
location in the FASDCO table will depend on the location in
the PGFPO vector.

the prioiy of the [ process
d

'

— = o7 Thesetof assignments of the B
Priority Asignment | I ..e- proces s searchad for In the FASDC
»
ity for on L,m-@P, ]
# o _oecmeepl oty Assignmen t
Max
o cation f,
priority for i-th allocation £, @ Py first t @ P
th priority f,E - @P,
priority for last allocation Ty M = @ Pay ¥ *
t priority rE@p,
Max,

Fig. 7. Calculation of Priorities for the P« Process with the Highest Priority
in PGFPO.
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OCDSAF; = first allocation of the CDSAF for the (OFGPP;)
process

OCDSAFy = last allocation of the CDSAF for the (OFGPP;)
process

OCDSAF 41 = first allocation of the CDSAF for the
(OFGPP,) process

OCDSAFp1+cp2 = last allocation of the CDSAF for the
(OFGPP,) process

OCDSAF ./ ¢p2+ .. +epr-1+41 = Tirst allocation of the CDSAF for
the (OFGPP,) process

OCDSAF 1 ¢p2+ .. +¢pr = last allocation of the CDSAF for the
(OFGPPy) process

OCDSAF,/+¢p2+... +epn-141 = Tirst allocation of the CDSAF for
the (OFGPP,)) process

OCDSAF ., ¢p2+...+cpn = last allocation of the CDSAF for the
(OFGPP,)) process

¢) Considerations for aggregation operations

The characteristics of the aggregation operations described
allow to consider that the proposed method belongs to the
family of aggregation operators Neat-OWA, which are
characterized as follows:

The definition of OWA operators indicates

f(a,a,...,a,) =D Wb

(1)

Where b; is the ji highest value of the a, with the
restriction for weights to satisfy

w, €[0/] @
3)

For the Neat OWA operator family, the weights will be
calculated according to the elements that are added, or more
exactly to the values to be orderly added, the b;, maintaining
conditions (2) and (3). In this case the weights are w;=f;
(by,...,by,), defining the operator:

F(a,.-a,)=> fi(b,...b,)h
i 4)

This family, in which the weights depend on the
aggregation, do not require to meet all properties of OWA
operators.

In addition, in order to be able to assert that an aggregation
operator is neat, the final aggregation value needs to be
independent of the order of the values. A=(a,,...,a,) being the
entries to add, B=(b,,...,b,) being the ordered entries and
C=(cy,...,.Cn)= Perm(ay,...,a,) being a permutation of the
entries. An OWA operator is defined as neat if

It produces the same result for any assignment C = B

Vol. 9, No. 12, 2018

F(ai,az,...,an):iwi ‘b,
(5)

One of the characteristics to be pointed out by Neat OWA
operators is that the values to be added do not need to be
sorted out for their process. This implies that the formulation
of a neat operator can be defined by the arguments instead of
the orderly elements.

In the proposed aggregation operator, the weights are
calculated according to context values. From this context,
arise the values to be aggregated.

IV. EXAMPLE AND DISCUSSION OF RESULTS

This section will explain in detail an example of
application of the proposed aggregation operator. This
example takes as a starting point the ordered DSAF vector
from [26] and [27], and these steps are shown in Fig. 2.

The example seen in [26]
calculations:

shows the following

e The priorities or preferences of the processes to access
the available shared resources.

e The vector of final weights that will be used in the final
aggregation process to determine the order or priority of
access to the resources.

The greatest of these products made for the different
processes in relation to the same resource, will indicate which
one of the processes will get access to the resource.

The summation of all these products in relation to the same
resource will indicate the priority that said resource will have
in order to be assigned. This constitutes the Distributed
System Assignment Function (DSAF) that can be seen in
Table 2.

The final order of allocation of the resources and the
recipient processes is obtained by ordering Table 2, as shown
in Table 3.

TABLE Il FINAL GLOBAL PRIORITIES FOR ALLOCATING THE RESOURCES
(DSAF) IN THE FIRST ITERATION
Resources Priority Assignment
I 0.35120968 rato P37
I 0.47306452 rp to P37
I3 0.32862903 rizto P13
I 0.33000000 I21 10 Pa7
22 0.34403226 I» to Pas
I3 0.24919355 3 t0 pu
24 0.18951613 I 10 Pas
31 0.37048387 3 to Pas
32 0.30322581 I35 10 P3a
33 0.46798387 I33 10 P23
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TABLE Ill.  ORDER OR FINAL PRIORITY OF ASSIGNMENT OF RESOURCES 0.24250000 rai al pas 3
AND PROCESS TO WHICH IS ALLOCATED EACH RESOURCE (ODSAF) IN THE 0.22330645 Iy al P13 3
FIRST ITERATION
0.21233871 ry al pis 3
0.19983871 Iz al pis 3
Ordered Final Global Priority Assignment 0.18612903 1z al Pa 3
0.17524194 rz al pis 3
0.47306452 M2 10 Py 0.10790323 s al Su 3
0.46798387 33 1O Pas 0.09516129 r24 al Po3 3
0.37048387 I3 10 P3g 0.28725806 rss al Py 4
0.35120968 11 t0 pa7 0.27637097 riz al pis 4
0.34203226 2210 Pt 0.19637097 r31 al Pas 4
0.33000000 2110 por 0.17975806 rz al P 4
0.15725806 rz1 al pr 4
0.32862903 I3 10 P13 0.14314516 ri al pro 4
0.30322581 I3 10 P4 0.13629032 ris al pay 4
0.24919355 s 0.11717742 rzz al Pas 4
0.18951613 20 10 Pt 0.07096774 r23 al pa 4
0.06298387 24 al P35 4
The next step is to repeat the procedure, but removing the 0.22798387 ras al i 5
requests of already made allocations; it must be noted that the 0.22459677 Iy al py 5
assigned resources will be available once they are released by 0.15185484 1 al Pa 5
the processes, and can therefore be allocated to other 0.13846774 r22 al Py 5
processes. 0.11596774 I al P2 5
In this way, all the resources requests from all the 8'8228?222 :13 Z: = 2
processes will be answered, considering mutual exclusion and |- === Py SBZ :
priorities of the processes, nodal priorities and final priorities, 222" P paﬁ c
according to the scenario presented in [26] and [27]. 0'04112903 ri al pzz 5
The scenario presented next, starts from the concatenation | 0.18282258 r3l psy 6
of the ordered assignment of each one of the iterations  [0.17669355 ri2 8l pro 6
corresponding to the above mentioned scenario. 0.11411290 rs1 al pro 6
0.09943548 ra al pa 6
The CDSAF table will be obtained from the concatenation 0.07741935 r al pu 6
of the ODSAF table of each iteration, as shown in Table 4. 0.06983871 r13 al pas 6
0.06604839 I al pss 6
TABLE IV. ORDER OR FINAL PRIORITY OF ASSIGNMENT OF RESOURCES 0.04322581 I3 al P3s 6
AND PROCESS TO WHICH IS ALLOCATED EACH RESOURCE IN ALL ITERATIONS
(CDSAR) 0.02056452 23 al P 6
0.02024194 r24 @l Pos 6
Ordered Final Priority Assignment Round 0.14056452 rsl par !
0.13669355 Iz al py 7
0.47306452 I al pay 1 0.07669355 ra al pa 7
0.46798387 rs3 al Pas 1 0.05443548 r2 al Pas 7
0.37048387 I3 al Pas 1 0.04354839 s al pss 7
0.35120968 Iy al pay 1 0.04306452 rz1 al pss 7
0.34403226 Iz @l Pas 1 0.04266129 Iy al pss 7
0.33000000 r21 al Py 1 0.02104839 ra al pas 7
0.32862903 riz al pis 1 0.10975806 r1z al s 8
0.30322581 r3 @l Pas 1 0.09862903 rzs al Pz 8
0.24919355 Iz al pia 1 0.04782258 ra al Pss 8
0.18951613 r2 al Pag 1 0.03306452 r2 al pas 8
0.40653226 I3 al Pas 2 0.02145161 r21 al pss 8
0.39951613 ri al pa 2 0.02104839 r1z al s 8
0.30346774 r3 al pis 2 0.02032258 ru al pas 8
0.28153226 raal pn 2 0.08443548 I al pss 9
0.27024194 rz2 al pu 2 0.06588710 I3 al pa3 9
0.26274194 I al pos 2 0.02217742 ra al pss 9
0.25701613 I3 al pas 2 0.01217742 Iz al Pas 9
0.23790323 I3 al pay 2 0.06032258 Iz al pa 10
0.17322581 rzs al pa 2 0.04250000 33 al Pss 10
0.13435484 raa @l pu 2 0.03798387 r12 al pa 10
0.34677419 rss al pis 3 0.01959677 rss al pas 10
0.33443548 riz al p2s 3 0.01693548 r12 al pss 11
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TABLE V. FINAL GLOBAL PRIORITY ORDERED BY PROCESS 0.06298387 I Pss 4
0.04322581 ra Pss 6
Final Global Priority Resources Process Round 0.05443548 I Pas 7
0.24919355 s Pu 1 0.04354839 Ns Pss 7
0.28153226 r1 P11 2 0.02217742 I31 P3s 9
0.27024194 22 P11 2 0.04250000 3 P3s 10
0.13435484 24 Pu 2
0.22459677 Mo Pu 5 0.01693548 o Pss 11
0.07741935 a1 Pu 6
0.17975806 I P12 4 0.06685484 I'32 P3s 5
0.15725806 F21 P12 4 0.04112903 r24 Dss 5
0.14314516 s P1 4 0.06983871 K Pss 6
0.22798387 [ P12 5 0.06604839 I P3s 6
0.17669355 Iz P12 6 0.04782258 31 P3s 8
0.11411290 fa1 P12 6 0.02145161 o1 P3s 8
0.32862903 Is P13 1 0.08443548 12 P3s 9
0.30346774 f31 P13 2 0.01217742 22 P3s 9
0.34677419 £ Pis 3 0.01959677 Fas Pas 10
051238871 = » : 047306452 = - 1
. M1 P13 3
0.19983871 " D 3 0.35120968 il Psr 1
21 13
0.17524194 . b 3 0.33000000 M Ps 1
32 13
0.27637097 r D 4 0.23790323 2 Psr 2
12 13
0.24250000 Fa1 P 3 0.28725806 I'33 P37 4
8'1%28323 :23 gﬂ j Once the CDSAF table is completed, the Final Global
. 13 21 1 11 1 .
013846774 = o E Priorities of the Process (FGPP) will be calculated:
8-1@2283?; 33 P21 ; FGPP; = (0.24919355 + 0.28153226 + 0.27024194 +
. M2 P21
S 11596774 - - 3 0.13435484 + 0.22459677 + 0.07741935) / 6
8-8322322? l22 P22 3 FGPP, = (0.17975806 + 0.15725806 + 0.14314516 +
. 31 P22
0.09862903 o o s 0.22798387 + 0.17669355 + 0.11411290) / 6
0.46798387 rs P23 1 FGPP; = (0.32862903 + 0.30346774 + 0.34677419 +
0.33443548 M1z P2 3 0.22330645 + 0.21233871 + 0.19983871 + 0.17524194 +
0.09516129 Fas Pex 3 0.27637097) / 7
0.19637097 a1 P23 4 '
0.11717742 3 P23 4 FGPP, = (0.24250000 + 0.10790323 + 0.13629032 +
0.02056452 23 Pas 6 0.13846774 + 0.14056452 + 0.13669355) / 6
0.02024194 24 P24 6
0.02032258 N P2 8 FGPPs = (0.11596774 + 0.09943548 + 0.07669355 +
0.06032258 Mo Pas 10 0.09862903) / 4
0.26074194 o P 2 FGPPg = (0.46798387 + 0.33443548 + 0.09516129 +
0.18612903 hs Pa1 3 0.19637097 + 0.11717742) / 5
0.15185484 I31 Ps1 5
0.18282758 = Dor 5 FGPP; = (0.02056452 + 0.02024194 + 0.02032258 +
0.07096774 I Ps2 4 0.06032258) / 4
0.09709677 s [ 5
0.08991935 ra P 5 FGPPg = 0.26274194 / 1
0.03798387 r2 P32 10 FGPPy = (0.18612903 + 0.15185484 + 0.18282258) / 3
p0aans2 [ Pay > FGPPy, = (0.07096774 + 0.09709677 + 0.08991935 +
. 21 Pss 7
0.04266129 M Pas 7 0.03798387) / 4
e = = ! FGPP;; = (0.04403226 + 0.04306452 + 0.04266129 +
0.03306452 = D A 0.02104839 + 0.10975806 + 0.03306452 + 0.02104839 +
0.06588710 9
037048387 = > ; FGPP,, = (0.37048387 + 0.34403226 + 0.30322581 +
0.34403226 T Pas 1 0.18951613 + 0.40653226 + 0.39951613 + 0.25701613 +
0.30322581 I Pas 1 0.17322581) / 8
0.18951613 4 P34 1
0.40653226 [ Pas 2 FGPP3 = (0.06298387 + 0.04322581 + 0.05443548 +
0.39951613 lo P34 2 0.04354839 + 0.02217742 + 0.04250000 + 0.01693548) / 7
0.25701613 I3 P34 2
0.17322581 I3 P34 2
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FGPP,, = (0.06685484 + 0.04112903 + 0.06983871 +
0.06604839 + 0.04782258 + 0.02145161 + 0.08443548 +
0.01217742 + 0.01959677) / 9

FGPP;5 = (0.47306452 + 0.35120968 + 0.33000000 +
0.23790323 + 0.28725806) / 5

The CDSAF table ordered by process, as shown in
Table 5.

By calculating the FGPP for all the processes, as shown in
Table 5, a vector will be obtained, as shown in Table 6.

The elements of the FGPP vector must be ordered from
highest to lowest, in order to obtain the global priority order of
allocation of resources to processes, as can be seen in Table 7.

TABLE VI.  FINAL GLOBAL PRIORITY OF THE PROCESS (FGPP)
Ordered Final Global Priority Assignment
0.20622312 Pu
0.16649193 P12
0.25824597 P13
0.15040323 P21
0.09768145 P22
0.24222581 P23
0.03036291 P2a
0.26274194 P2s
0.17360215 Pa1
0.07399193 P32
0.04757057 P33
0.30544355 P3s
0.04082949 P3s
0.04770609 Pss
0.33588710 Pa7

TABLE VII. ORDERED FINAL GLOBAL PRIORITY OF THE PROCESS
(OFGPP)
Ordered Final Global Priority Process
0.33588710 Pa7
0.30544355 P
0.26274194 P2s
0.25824597 P13
0.24222581 P23
0.20622312 Pu
0.17360215 Pa1
0.16649193 P12
0.15040323 P21
0.09768145 P22
0.07399193 Ps2
0.04770609 Pss
0.04757057 P
0.04082949 Pss
0.03036291 P2a

Vol. 9, No. 12, 2018

The cardinalities (number of allocation of resources to
each process) obtained from each one of the OFGPP vector
processes in the CDSAF table will be calculated.

CP4;= process cardinality(OFGPP,) in CDSAF =5
CP34= process cardinality(OFGPP,) in CDSAF = 8
CP,s= process cardinality(OFGPP;) in CDSAF =1
CPy5= process cardinality(OFGPP,) in CDSAF =8
CPy3= process cardinality(OFGPPs) in CDSAF =5
CPy,= process cardinality(OFGPPg) in CDSAF = 6
CPy;= process cardinality(OFGPP;) in CDSAF =3
CPy,= process cardinality(OFGPPg) in CDSAF = 6
CPy,= process cardinality(OFGPPg) in CDSAF = 6
CP,,= process cardinality(OFGPP;,) in CDSAF = 4
CP3,= process cardinality(OFGPPy;) in CDSAF =4
CP34= process cardinality(OFGPPy,) in CDSAF =9
CP33= process cardinality(OFGPP,3) in CDSAF =8
CP35= process cardinality(OFGPPy,) in CDSAF =7
CP,4= process cardinality(OFGPP;s) in CDSAF = 4

Then, each one of the allocation of resources to processes
in the CDSAF table of each process of OFGPP vector must
be obtained. The total number of elements for each process
will be determined by the cardinality calculated in the
previous step.

OCDSAF; = first element of the CDSAF for the process
(OFGPP,)

OCDSAFs = last element of the CDSAF for the process
(OFGPPy)

OCDSAFs,; = first element of the CDSAF for the (OFGPP,)

OCDSAFs,g = last element of the CDSAF for the (OFGPP,)
process

OCDSAFs,g+1 = the element of the CDSAF for the (OFGPP3)

OCDSAFs,g.141 = first element of the CDSAF for the
(OFGPP,) process

OCDSAF5,g.1:5 = last element of the CDSAF for the
(OFGPP,) process

OCDSAFs.g+1+8+1 = first element of the CDSAF for the
(OFGPPs) process

OCDSAFs.g+1+8+5 = last element of the CDSAF for the
(OFGPPs) process

OCDSAFs.g+14+8+5+1 = first element of the CDSAF for the
(OFGPPg) process

OCDSAFs,g.1:8+5+6 = last element of the CDSAF for the
(OFGPPg) process
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OCDSAFs.g.1+8+5+6+1 = first element of the CDSAF for the 0.2872581 Is3 Par 4
(OFGPP;) process 0.3704839 a1 Pas 1
0.3440323 r2 Pas 1
OCDSAFs,g+1+8+5+6+3 = last element of the CDSAF for the 0.3032258 I3 Pas 1
(OFGPP;) process 0.1895161 fas Pas 1
0.4065323 33 P34 2
OCDSAFs,g+1+8+5+6+3+1 = first element of the CDSAF for the 0.3995161 £P) Pas 2
(OFGPPy) process 0.2570161 N Pt 2
0.1732258 s Pas 2
OCDSAFs.g+1+8+5+6+3+6 = last element of the CDSAF for the 0.2627419 ra P2s 2
(OFGPPy) process 0.3286290 Sk P13 1
0.3034677 a1 P13 2
OCDSAFs.g+1+8+5+6+3+6+1 = first element of the CDSAF for 0.3467742 s3 P13 3
the (OFGPPg) process 0.2233065 22 Pis 3
0.2123387 ry Pis 3
OCDSAFs.g+1+8+5+6+3+6+6 = last element of the CDSAF for 0.1998387 T21 P13 3
the (OFGPPg) process 01752419 £ Ps 3
0.2763710 [ P13 4
OCDSAF5+8+1+8+5+6+3+6+6+1 = first element of the CDSAF for 0.4679839 I33 P23 1
the (OFGPP4,) process 0.3344355 o Pas 3
0.0951613 T2 P23 3
OCDSAFs.g+1+8+5+6+3+6+6+4 = last element of the CDSAF for 0.1963710 la1 P2 4
the (OFGPP ;) process 0.1171774 £z Pas 4
0.2491936 I3 Pu 1
OCDSAFs.g+1+g+5+6+3+6+6+4+1 = first element of the CDSAF 0.2815323 [ P11 2
for the (OFGPP;;) process 0.2702419 r22 P11 2
0.1343548 I Pu 2
OCDSAFs.g+1+g+5+6+3+6+6+4+4 = last element of the CDSAF 0.2245968 Iy P11 5
for the (OFGPPy;) process 0.0774194 a1 Pu 6
_ 0.1861290 I Pa1 3
OCDSAF5+g+1+8+5+6+3+6+6+4+4+1 = first element of the CDSAF 0.1518548 31 P31 5
for the (OFGPPy) process 0.1828226 s Pt 6
0.1797581 22 P12 4
OCDSAF5+g+1+8+5+6+3+5+5+4+4+9 = last element of the CDSAF 0.1572581 I P12 4
for the (OFGPP;,) process 0.1431452 M P12 4
. 0.2279839 I'33 P12 5
OCDSAF5+8+1+8+5+6+3+6+6+4+4+9+1 = fIrSt element Of the 0.1766936 §P) P12 6
CDSAF for the (OFGPP;3) process 0.1141129 a1 P12 6
0.2425000 31 P21 3
OCDSAFs.g+1+8+5+6+3+6+6+4+4+9+g = last element of the 0.1079032 s P2 3
CDSAF for the (OFGPP33) process 0.1362903 N3 P21 4
) 0.1384677 I P21 5
OCDSAFs.g+1+8+5+6+3+6+6+4+4+9+g+1 = first element of the 0.1405645 I3 P21 7
CDSAF for the (OFGPP4,) process 0.1366936 M2 P21 7
0.1159677 1 P22 5
OCDSAFs5.g+1+8+5+6+3+6+6+4+4+9+8+7 = last element of the 0.0994355 T2 P2 6
CDSAF for the (OFGPPy,) process 0.0766936 Mot P2z 7
] 0.0986290 I3 P22 8
OCDSAFs5.g+1+8+5+6+3+6+6+4+4+9+8+7+1 = Tirst element of the 0.0709677 23 Pa 4
CDSAF for the (OFGPP5) process 0.0970968 M3 Ps2 5
0.0899194 Iy Pz 5

OCDSAF 5. g41+8+5+6+346+6+4-+449+8+47+4 = last element of the 0.0379839 g7 P32 10
CDSAF for the (OFGPP35) process. 0.0668548 3 Pse 5
. 0.0411290 I P3s 5
Table 8 shows the order of all the resource allocations for 0.0698387 [ P3s 6
each process, which one is the first process with greater global 0.0660484 Iy Pss 6
priority, and is the one to which the resources are assigned 0.0478226 a1 Pss 8
first. The complete table continues for each one of the requests g-ggﬁgég 21 Pso 3

for each process (OCDSAF). ‘ 12 Ps

p ( ) 0.0121774 r2 Pss 9

TABLE VIII. FINAL ORDER OF ALLOCATION OF EACH ONE OF THE 88128223 ;33 Pse éO

RESOURCES TO EACH OF ONE PROCESSES OF THE (OCDSAF) : z Pss

0.0430645 I Pas 7
Priority Resource Process Round 0.0426613 M Pas 7
0.4730645 I Ps7 1 0.0210484 I3 Pas 7
0.3512097 I Paz 1 0.1097581 o P33 8
0.3300000 o1 P37 1 0.0330645 I P33 8
0.2379032 I3 Pz 2 0.0210484 M3 Pas 8

34|Page
www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications

0.0658871 s Pas 9
0.0629839 24 P3s 4
0.0432258 32 Pss 6
0.0544355 22 Ps3s 7
0.0435484 s Pss 7
0.0221774 31 Ps3s 9
0.0425000 s Pas 10
0.0169355 [ Pas 1
0.0205645 I Pas 6
0.0202419 T4 P24 6
0.0203226 651 P24 8
0.0603226 o P24 10

In this way, all the requests of resources from all the
processes were answered, considering the mutual exclusion
and the priorities of the processes, the nodal priorities and the
final priorities, taking into account the strict consensus
requirements established for this scenario.

V. EVALUATION

The data structure mentioned above and the aggregation
method used are not fully covered by traditional methods.

This work considers the global average of priorities that
each process has over all the resources of all its assignments in
the different rounds, but for the final global allocation, it
respects the same order of allocation of each resource in the
different rounds in which they were assigned in the general
scenario. That is, the choice of which process will be granted
resources, is established with the global average of priorities
in all assignments, but the order in which those assignments
are to be made, respects the one in the table FASD, for each
process.

The proposed model manages to establish a consensus that
allows processes to access all their resources sequentially and
that these cannot be removed until the process that holds them
releases them. The order of assignment will be determined by
the overall average priority of all the assignments. The
distributed system regulates and constantly updates the local
state of each node, the decisions of access to resources modify
these states so it must be readjusted repeatedly, guaranteeing
mutual exclusion and reordering new priorities. The method
must be repeated whenever there are processes that require
shared resources.

V1. CONCLUSIONS

The proposed model includes, as a particular case, a
method that consists in considering the global priority of the
processes, instead of a group of state variables of each node.
As the processes are executed in different processors using all
their resources, there is no conflict in running several
processes in the same processor. In this scenario, no account is
taken of the amount of time each process will use in a
processor of a particular node. Nor is the amount of time in
which each resource will be assigned to a particular process
Another notable feature of the proposal is its ease of
implementation in the environment of a centralized
administrator of shared resources of a distributed system.

VII.FUTURE LINES OF RESEARCH

It is considered to develop decision models from the
cognitive point of view for decision making in groups of
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processes, contemplating the principles of cybernetics of
second order, in the context of complex systems of self-
regulation, which transcend the traditional approach of
computer science considering the possibility of imputation of
missing data, for example, as a consequence of problems in
communications between processes, and fuzzyfication of
variables to support situations where it is not possible or
convenient to express exact values.

In addition, the aim is to investigate the impact on data
traffic of applying the proposed method and comparing it with
other classical methods. To this end, a simulator will be
developed in which the different possible scenarios will be
considered to allow the system to predict, compare and
optimise the behaviour of its simulated processes in a very
short time without the cost or risk of carrying them out,
making it possible to represent the processes, resources and
nodes in a dynamic model.

Another possible line of research considers aspects related
to security in the execution of processes, access to resources
and communication between nodes.
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Abstract—In traditional dental treatment, archwires are bent
by orthodontists using standard methods. However, the standard
models cater to patients with common oral problems, and are
unsuitable for personalized orthodontic treatment, which is
highly desired in many cases. A method to prepare a
personalized archwire groove model is, undoubtedly, useful for
orthodontic treatment in clinical diagnosis. In this study, a three-
dimensional (3D) printing technology is demonstrated to achieve
the personalized archwire groove model in a rapid, computed
tomography image compatible manner, to assist orthodontists.
This method is expected to improve the efficiency and accuracy
of archwire bending and the resultant product can distribute the
uniform dentofacial stress, improve the wearing comfort of the
patient and further shorten the period of treatment and repair of
the tooth.

Keywords—3D Printing; personalized; archwire groove model;
orthodontic treatment

I.  INTRODUCTION

With the development of 3D printing technology, the
clinical orthodontic effect can be better realized by
constructing different individualized models. In orthodontic
treatment, archwires are the vital and motivating parts of an
orthodontic appliance. Wires are bent and attached to teeth to
align them via elastic recovery [1], and they store and deliver
power through the brackets and bands to the teeth and
surrounding tissues. A good archwire forming technique is an
essential part of quality orthodontic treatment [2]. Clinicians
normally adopt standard procedures and bending methods
causing problems such as poor correction effect and increasing
consultation hours because of the mismatch between individual
needs and standardized clinical techniques. Therefore, in terms
of diagnosis [3], treatment planning and mechanical therapy,
strictly following standardized procedures is not suitable
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nowadays for personalized precise treatment, which therefore,
needs to be improved.

According to historical records [4,5], standard dental
archwire has been studied for many years and several types
have been formed which are commonly used in clinics, such as
Vari-Simplex, Tru-arch, Bonwill-Hawley and Brader. The vital
elements of an archwire are both its size and shape. It is simple
and easy to classify the standard archwire into large, medium
and small on the basis of its size [6], but this classification
ignores the shape factor. Some drawbacks are found, on
analyzing several cases, in the types of archwire mentioned: the
Vari-Simplex arch, designed by Alexander, is not adaptive to
special patients because of its inaccurate classification; the Tru-
arch, designed by Roth, has an obvious danger of anterior
dental arch expansion and posterior dental arch shrink in
clinical applications, because it widens the front arch radian
(especially in the premolar regions) and shrinks the posterior
arch radian, which leads to a 3cm wide difference on each side;
the Bonwill-Hawley arch, designed by Hawley, has two
characteristics viz. one is a proper front radian for incisor and
canine teeth and the other is by using line segments to
represent premolars and molars. But, it also has very apparent
disadvantages such as low coincidence rate with normal dental
arch, as gleaned from a large amount of literature, lacks
aesthetic appearance. Using the mathematical model of a
triangular ellipse, Brader designed the Brader arch which is
effective in narrowing the canine area during clinical
application, according to available literature, because Brader
only considered the size. It can be seen obviously, that there
are still some problems in the existing standard archwires.

Meanwhile, it could be found, by considering orthodontic
clinical cases over the years, that applying the same kind of
archwire to all patients did not get satisfactory results, hence a
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personalized approach should be adopted [7]. Some dentists
found that it was important to choose individualized archwire
according to the dental shapes of the patient, after straight-wire
appliances had been used in the clinic for 20 years [8], failing
which, it was easy to cause recidivism and loosening of the
tooth. The size of the personalized archwire is not the only
important concern; in addition, the chair-side time would be
largely reduced during each return visit [9] and the time span
between two return visits would be extended. Moreover, the
holistic shift of the teeth is more effective and the occluding
relation is more normal so that the alignment period would be
reduced. In this way, the clinicians could quickly control
overbite, reduce overjet and close the space[10,11], which
would shorten the therapy time and spare dentists more time to
make intense adjustment of the teeth and enhance the curative
effect.

In recent years, with the rapid development of 3D printing,
it is possible to convert a digital model into a solid one in a
short time [12-14]. Using this kind of information engineering
technology, clinicians can perform the study of real-time
virtual correction effects on patients with malocclusion
deformity and carry out orthodontic clinical practice [15].
Aided by 3D printing technology [16-20], clinicians can design
and truly achieve the personalized archwire model with
minimum difference.

The purpose of this study is to construct and print a
personalized archwire groove model, using 3D printing
technology, which can assist orthodontists in shaping
personalized archwire rapidly thus improving the efficiency
and accuracy of archwire bending. In addition, this method can
distribute the uniform dentofacial stress and improve the
wearing comfort of the patient and further shorten the period of
treatment and repair of the tooth.

Il. MATERIALS AND METHODS

A. Materials

A male patient, who had voluntarily joined the study and
given prior consent was selected as the experimental subject. A
CBCT (cone-beam computerized tomography) scanner (KaVo
3D eXam 5, KaVo Corporation, Germany, layer thickness 0.25
mm, exposure time 14.7 s) was used to obtain several DICOM
(Digital Imaging and Communications in Medicine) formats of
the lower jaw teeth data of the patient. The “Import Images”
tool of Mimics software was then used to import these DICOM
format files and from the original images, graphs of coronal
plane and sagittal plane were automatically calculated and
generated through Mimics. The location of these pictures is
shown by Mimics using three views, which are related to each
other and can be rapidly located through the mouse and
location toolbar. The corresponding tissue pixels were
extracted through the threshold, and put in a mask (Mask) and
the Draw and Erase tools were utilized to edit and modify the
mask, so as to extract the required image of the teeth and jaw
bone tissue. Subsequently, an STL (Stereography) file format
of 3D model was generated by using Export Binary STL
command, i.e. 2D scan images were converted into 3D entities
successfully.
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The constructed STL format 3D mandible model was
loaded into Geomagic where the repair of the model was
carried out. The mandible model after filling the hole
approximately presented a rough model, on which the fairing
operation had to be performed by fast fairing command. After
completion of the editing processing of the polygon, the shape
had to be refined with operations like detection of curvature,
construction and editing patches, construction of the grid and
fitting surface, which was used for reconstruction of Non-
Uniform Rational B-Splines (NURBS) surface of the mandible.
The building patches of the mandible were completed by
performing the “upgrade / constraint” command based on the
Andrews six keys theory of maxillofacial coordination [21,
22], landmarks were selected on the anlagen bone surface, and
personalized archwire was then drawn to guide the orthodontic
clinical work. The steps for the selection of a range of
personalized archwire grooves are as follows:

1) Selection of the corresponding landmarks: In this study,
the landmarks were selected mainly from one-third dental root,
i.e., reference points of forming the archwire from the outside
and inner part of the tooth jaw, in order to provide a reasonable
selection range for orthodontists who traditionally selected
landmarks on the crown surface of the molar and canine. The
reference point from one-third dental root of the sixth teeth was
selected and the horizontal plane parallel to it was constructed
before adjusting the grid size of the plane from the angle of
view for selecting the key points. The selected point data are as
shown in Table 1.

TABLE 1. COORDINATE VALUES OF POINT DATA

dC:tc;rdmate values of point Coc_)rdinate valu_es of point data
. . on internal maxillofacial (mm)

on external maxillofacial (mm)
X y X y
5.4850 46.3128 16.0828 48.7771
9.4565 34.7752 19.6157 39.0663
12.5626 26.3565 22.0526 30.6267
15.8220 19.3156 23.4347 23.3133
20.4598 13.1289 25.9774 17.6465
26.3904 8.7769 28.7833 13.7254
33.3653 7.0508 33.3608 11.4007
38.4456 6.6948 38.7544 12.1141
45,5535 8.0638 43.5308 13.1859
51.3331 11.3389 47.5262 17.3475
57.0771 16.7109 50.3400 22.4378
60.7823 23.6831 52.4883 30.0677
63.9181 31.4431 54.9923 38.0855
67.7258 43.3829 57.5778 46.4019

2) Determination of the range of personalized archwire
groove

Research findings from relevant literature [23] have been
referred to. The fitting curve of dental arch was drawn by the
following mandibular Equation (1).

y=-3.0555 x 10-8 x X6 — 7.3778 x 10~7 x x5 + 4.0995 x
10-5 x x4+ 7.4784 x10~4 x x3 +2.162555 x 10-2 x x2 —
3.5621 x 10-1 x x— 6.65453 +9.0892 x10-2 x | x x +2.36991
~1.9409 x 10-1 x 12 )
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Fig1l. Selected Range Of Personalized Archwire Groove.

Where, | is the average width value of left and right central
incisor crown.

The mesiodistal maximum diameter of mandibular central
incisor crown from the patient’s model was obtained by using
dividers. If the values of the width of the left and right central
incisor crown were obviously inconsistent, the mean value was
taken. When the coordinate values of point data, as shown in
Table 1, were imported into the computer, the output of the
dental arch i.e. the range of personalized archwire groove was
acquired immediately, as shown in Fig. 1.

B. Methods

After the designed 3D solid model of the teeth of the
patient was loaded into ANSYS, as shown in Fig. 2(a), the
working plane with grid size was constructed, and key points
were selected around the teeth in the range of the working
plane shown in Fig. 2(b), after which they were connected by
using the Spline through KPs command under Extrude tools,
and the bow- shaped curve was obtained, as shown in Fig. 2(c).

Fig 2. Construction of Personalized Archwire Groove (a) 3D Solid Model;
(b) Key Points; (c) Formation of Archwire Line.

In the design of the archwire slot model to meet
personalized needs, a key factor to be considered is the
physical properties of wire materials. Orthodontic wires made
of metal usually have good elasticity and rebound while being
bent. The concrete shape of the archwire groove needs to be
calculated according to the bow parameters, which would
enable the archwire to gain a preset accurate shape after
springback.

Vol. 9, No. 12, 2018

TABLE Il.  SPRINGBACK CURVE OF NICKEL TITANIUM ALLOY ARCHWIRE
Bending angle (°) Spingback angle (°)
0 0
20 6
40 7.4
60 9
80 10.5
100 12.7
120 15

Nickel titanium (NiTi) alloy was used to implement the
subsequent archwire bending experiment, because this material
has excellent mechanical properties including super elasticity,
shape memory effect and damping characteristics. Its elastic
limit is far greater than ordinary materials and it does not obey
Hooke's law during increasing stress range of deformation with
the increase of strain, therefore, it is commonly used in making
orthodontic wires.

In order to measure the springback angle of archwires made
of this material at different bending angles, an experiment was
specially designed. The archwire was arranged and fixed on a
base plate and vertical pressure was applied on it at a distance
of 2 mm on the right side of the base plate where 0, the
bending angle, is the angle between the tangent line of bending
arc and horizontal line before bending and o, the rebound
angle, is the angle between the tangent line of bending arc
before and after the archwire rebound.

The experimental results (as shown in Table 2) indicate
that the springback angle increases with the increase of
bending angle when the bending angle is greater than 10
degrees, which is close to the law of linear growth.

Combined with the data of dental arch of patients already
obtained, some discrete key points at intervals of 2 mm were
selected from the arch curve and the angle composed of three
adjacent discrete points, which was the plastic deformation
angle, was calculated. The bending angle based on the rebound
curve of archwire and the plastic deformation angle which is
the difference between bending angle and the springback angle,
were also worked out. Through coordinate transformation of all
angles, the key points of the personalized archwire groove
were finally determined and the archwire thread based on these
key points was drawn.

Fig3. 3D Solid Model of Personalized Archwire Groove.

39|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

In this way, a 3D solid model of an archwire groove was
shaped (as shown in Fig. 3) after construction of the working
plane based on key points at the end and drawing the archwire
groove on it.

I11. RESULTS AND DISCUSSION

The personalized archwire groove model was printed out
by the 3D printer (MakerBot Company, American) and the
archwire was bent by using this groove model (as shown in
Fig. 4).

=

a/-\ L

Fig4. (a) 3D Printed Archwire Groove Model and (b) Bent Archwire.

Meanwhile, a wire bent by the archwire groove model was
compared with that bent by the standard drawing method, by
using a wire of 0.016” diameter. Fig. 5(a) represents the
archwire of the test group using the method illustrated in this
study, and Fig. 5(b) represents that of the control group using
the standard method. It is obvious that the opening degree of
the wire in Fig. 5(a) is smaller than that in Fig. 5(b), and is
closer to the actual oral situation in patients.

a b

Fig5. Archwire Bent with (a) 3D Printed Model and (b) Standard Method.

In order to further verify the advantages of personalized
archwire groove model, the author specially displayed the
individual dental arch model of the patient and the standardized
dental arch model in the same coordinate system and carried
out the test of goodness of fit by means of Equation (2). The
goodness of fit values are shown in Table 3.

R?2 :1_2;:1()/—‘_9‘) 2
Zizl(yi - )7)2

Where, yi is the value of dental arch in the patient; y is the
average value of dental arch in the patient; §i is value of the
different kinds of archwires.

It can be seen from Table 3 that the dental arch form in
the test group was similar to that of patients in the control

group.
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TABLE Ill.  GOODNESS OF FIT VALUES
Goodness of fit values between the actual
Group
archwire and group
a group 0.999446
b group 0.994317

To summarize, the results showed that the idea of
designing a personalized archwire groove was viable. In
theory, the performance and feasibility of the archwire groove
as an application of 3D printing technology in orthodontics was
tested.

The method based on Mimics and ANSY'S software was
developed specifically for designing the archwires groove.
There were several drawbacks in the software that need to be
addressed. Firstly, the complete archwires groove design
process depended on commercial software (Geomagic and
Mimics) and required human interaction, which reduced its
efficiency. In future, special software should be developed to
enable an automated design process. Secondly, the threshold
for preprocessing DICOM format teeth data required to be
manually set and adjusted; in addition, although the collection
of key points to form the archwire could be selected manually
in the visual condition, the accuracy needs to be improved.

However, the key point of orthodontic digitization
research was its application to clinical orthodontics after
obtaining the complete digital information. In previous
research, the arrangement of the tooth crown was a more
developed three-dimensional way of arrangement of teeth, and
almost every commercial orthodontic virtual treatment
software and the arrangement adopted in the present study
were based on this, but the ideal position of the root of the
tooth was not considered in this method, in other words, the
key factor that influenced the stability and functionality was
ignored. The concept of the treatment was limited to the tooth
crown, but the relationships between the root of the tooth and
supporting bone, the tooth and lip, as well as other soft tissues
were ignored. The application of the integrated digital model
data which includes the information obtained from cone beam
computed tomograms (CBCT) of the tooth root and jawbones
can deal effectively with many problems brought on by the
previous virtual arrangement of teeth, avoiding many problems
such as periodontal fenestration defects and fracture, which
result in the process of aligning the dentition to be more
applicative to the anatomical physiology characteristics of
humans.

IV. CONCLUSIONS

In conclusion, the methods of personalized archwire
groove model design were analyzed and explained, which
examined its substantial role in further promoting 3D printing
technology in the application of orthodontic treatment.
However, the design result needs to be precisely modified
using the tools available in the two software packages to obtain
a satisfactory shape. In addition, the entire 3D printing process
was completed through human-computer interaction.
Therefore, further research is necessary in automated design
software to make archwire groove model design both simpler
and faster.
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Abstract—In the development of the embedded systems a very
important role is played by the real-time operating system
(RTOS). They provide basic services for multitasking on small
microcontrollers and the support to implement the deadlines
imposed by critical systems. The RTOS used can have important
consequences in the performance of the embedded system. In
order to eliminate the overhead generated by RTOS, the RTOS
primitives have begun to be implemented in hardware. Such a
solution is the nMPRA architecture (Multi Pipeline Register
Architecture - n degree of multiplication) that implements in
hardware of all primitives of an RTOS. This article makes a
comparison between software RTOS and nMPRA systems in
terms of response time to an external event. For comparison, we
use three of the most commonly used RTOS in developing
embedded systems: FreeRTOS, uC/OS-111 and Keil RTX. These
RTOSs are executed on a microcontroller that works at the same
frequency as the implementations of the nMPRA architecture on
a FPGA system.

Keywords—Embedded system; real time operating systems;
microcontrollers; FPGA

I.  INTRODUCTION

Real-time operating systems (RTOSs) [1] are very
important at the development of software applications for
embedded systems. They allow the modular design and
development of the software application and ensure the
deadlines imposed by the critical systems. Two very important
features of these operating systems are the predictability and
the reliability. The RTOS systems are very important in
developing software applications for embedded systems
because they provide basic services such as multitasking
services for synchronization and communication between tasks
[2]. Usually, these RTOSs are used for microcontrollers
(MCUs) or processors that do not use virtual memory and that
have limited code and data memory [3].

In the selecting of an RTOS for embedded application
development, several parameters are considered. For critical
applications, there are very important the reliability,
predictability and the responsive time to the internal or external
events (Worst Case Execution Time — WCET). It should be
specified that the response time depends on the implementation
mode in RTOS but is closely related to the frequency of
operation of the MCU and the way of the assignment of the
priorities to these events. In addition to these parameters,
licensing costs, code and data memory requirements, RTOS

overhead and the expertise/experience in using an RTOS used
in previous projects are considered [4].

In an embedded market survey published in 2017, 67% of
the embedded projects in progress in 2017 use a form of
operating system (RTOS, kernel, software executive). Those
who do not use an operating system have specified that they do
not need it because the applications being very simple and
there are not real time application. This study shows a growing
trend in the utilization of the open source operating systems
and a downward trend in the utilization of the commercial
operating systems from 2012 to 2017. The main reason for
choosing a commercial operating system is the real-time
capabilities [5].

The most used operating systems in the ongoing projects in
2017 are Embedded Linux (22%), FreeRTOS (20%), OS
developed in house (19%), Android (13%), Debian (13%),
Ubuntu (11%), Window Embedded 7 (8%), Texas Instruments
RTOS (5%), Texas Instruments (DSP/BIOS), Micrium
(uC/OS-111) Windows 7 Compact or earlier (5%), Keil (RTX)
(4%), Micrium (uC/OS-I1) (4%), Wind River (VxWorks) (4%).
It can be noticed that for small microcontrollers, with low code
and data memory and without virtual memory that can be used
to develop hard real-time applications (such as those based on
ARM Cortex Mx or ARM Cortex Rx), the most used RTOS
are FreeRTOS, Texas Instruments RTOS, Micrium uC/OS-Ill
and uC/OS-I1. On the systems that use microprocessors virtual
memory systems (such as those based on ARM Cortex Ax), it
is possible to develop only the soft real-time applications,
which are of the best effort type [5].

Typically, embedded applications are a combination of
hard real time and soft real time tasks. In order to help the
embedded software developers, MCU manufacturers have
begun to provide solutions with one or more MCUs for hard
real time tasks (for example ARM Cortex MO) and one or more
MCUs or microprocessors (such as ARM Cortex A9) for soft
real time application. Examples of such solutions are Sitara
System on Chip from Texas Instruments or i.MX 7 Series
Application Processors from NXP [6][7].

Since the development of FPGA systems, solutions for the
implementation of RTOS in hardware have begun to be
designed and developed in order to eliminate the overhead
generated by the software RTOSs. These systems are
experimental, not being widely adopted by the embedded
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developers. An example of such system is the nMPRA
architecture presented in [8].

This paper presents a comparison of the performances
obtained by the real time operating systems implemented in the
software (FreeRTOS, Keil RTX and uC/ OS-Ill) and the
NMPRA architecture that implements in hardware the
primitives of a real-time operating system [8]. The comparison
is performed in terms of the response time of the task with the
highest priority at the trigger of an event expected by this task.

Further, this paper is structured as follows: Section Il
presents a brief description about software RTOSs; Section |11
presents some solutions for RTOS primitives implemented in
hardware, and in Section IV are presented the experimental
results achieved. The conclusions are drawn in Section V.

Il. SOFTWARE IMPLEMENTATION OF THE RTOSS

RTOSs are operating systems specially designed for
embedded applications with real time requirements. For this
reason, the overhead generated by the kernel execution is very
important because it can interfere with response time to
external events. Within these systems, the interrupts handling
play an important role. In almost all RTOS interrupts are
handled outside the kernel, the task being able to synchronize
or receive messages from interrupt service routines [9].

According to the market study presented in, the most used
RTOS for small microcontrollers is FreeRTOS. This is open
source, providing basic services for  multitasking,
synchronization, and inter-task communication based on a
preemptive kernel with static priorities. An analysis of the
performances of this RTOS is presented in [12], where the
evolution of FreeRTOS is followed over the course of 10 years.
From this study, it can be concluded that FreeRTOS has
improved its performance in terms real time facilities [5][10]
[11].

Another RTOS widely used is Micrium uC/OS-I1l. This is a
commercial RTOS designed to be used in embedded systems
with hard real time requirements based on a preemptive kernel
with static priorities. It provides all the services of a
multitasking system in terms of synchronization and inter-task
communication. It is provided as sources in ANSI-C being
ported to a wide range of microcontrollers. His predecessor
was Micrium uC/OS-II, which is still used in many projects [5]

[9].

A royalty-free real time operating system based on CMSIS-
RTOS API is Keil RTX. This was designed for applications
based on microcontrollers. In the CMSIS-PACK package for
Keil MDK is included the RTX kernel, along with source files
and libraries. Keil RTX delivers benefits like task scheduling,
multitasking, inter task communication, and shorter ISR system
management [13].

A comparison of these RTOS in terms of time for task
switching is presented in [3]. These comparisons are made by
using three types of synchronization objects: events,
semaphores, and mutex. The best performances are obtained
for Keil RTX, followed by uC/OS-1l and rt-thread. The lowest
performance is obtained for FreeRTOS (time is approximately
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twice as high as Keil RTX). From these tests, it can be seen
that the most widely used open source RTOS in embedded
projects has much lower performance than commercial
solutions represented by Keil RTX and uC/OS-Il. This is
because licensing costs can be an important criterion in
selecting an RTOS.

I1l. HARDWARE IMPLEMENTATION OF THE RTOSS

With the development of FPGAs, a new trend has emerged
through the hardware implementation of the primitives of an
RTOS. Software RTOS treats interruptions outside the
executive, interrupting any task running, which means that they
can lead to missed deadlines when there is more than one
interruption at the same time. To increase the predictability of
the RTOS behavior, they can be implemented in hardware. To
this end, the nMPRA architecture (Multi Pipeline Register
Architecture - n degree of multiplication) was suggested which,
together with nHSE (Hardware Scheduler Engine for n tasks),
are a solution of a microcontroller with RTOS implemented in
hardware. The nMPRA architecture, together with the nHSE
module, is an innovative solution with a response time to
external events of 1-3 processor cycles, which means a
significant improvement over the software solutions of real-
time operating systems or over those of software / hardware
hybrids. The nMPRA architecture, defined in [8], uses a 5-
stage implementation MIPS pipeline. This is a very strong
architecture due to its proprieties, namely: switching between
tasks is usually carried out in a single machine cycle or in a
maximum of three machine cycles when working with global
memory. The system’s reaction to an external event will not
exceed 1.5 clock cycles if the event is attached to a higher
priority task than the current task. The pipeline is not the reset;
as a result, there is no need to restore/save the context, due to
the multiplication of resources (PC, pipeline registers and
registry file). It uses a powerful instruction through which a
task can wait for various types of events (time, mutex, event,
interrupt, timers for deadlines, etc.). The nMPRA is provided
with distributed interrupt controller from which the interrupt
inherits the task priority; it supports a static scheduling and has
support for the dynamic scheduling of tasks. This architecture
has been updated continuously [14][15][16].

An example of such operating systems is the ReconOS that
is used for reconfigurable computing. This embedded operating
system offers OS services for hardware and software
execution. It provides a standardized interface that permit to
include hardware accelerators. This solution is hardware-
software co-design of a RTOS [17].

Another solution for OS hardware implementation is
mosartMCU. It is implemented around a 32-bit RISC-V
microcontroller and implements most of the OS directives in
hardware. This solution achieves a lower response time for the
interrupt handling [18].

uC /OS-111 HW-RTOS is a hardware implementation of the
uC/OS-111 operating system. It implements in hardware the
primitives of the pC /OS-I11 with a significant improvement in
performance in terms of response time to internal and external
events. It is implemented in R-IN32M3 from Renesas around
an ARM Cortex M3 MCU [19].
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Fig. 1. Time Diagram of Test Applications.

In [20] the authors present the Real-Time Task Manager
(RTM) that is an extension for the processor that aims to
eliminate the overhead of RTOS primitives. This solution
explore the execution in parallel and in hardware the RTOS
primitives, function such as scheduling, synchronization
primitives, and time management. This solution achieved a
decrease of the response time by an order of magnitude.

IV. PERFORMANCE COMPARISON

For the experimental tests, it used an implementation of the
nMPRA with four task (sCPU) based on an MIPS processor at
33MHz on the Xilinx Zyng-7000 SoC ZC706 Evaluation Kit.
For this reason, a microcontroller with the same operating
frequency will be used for software operating systems. In this
case, it has been used the STM32 NUCLEO-LO53R system
that is based on the STM32L053R8 ARM Cortex ™ -MO+
MCU, which can be programmed to operate at a frequency of
32MHz.

In this case, it is desirable to measure the response time to
an external event. A button connected to a pin port of the
microcontroller will generate the external event. This port will
generate an external interrupt that must be handled by the task
with the higher priority from the system. The higher priority
task will remain blocked on the event, and when it goes into

A PRA 45
uc-os/
KeilRTX 1542
FreeRTOS
0 5 10 15

run state in response to the event, it will pass a port pin to low.
Fig. 1 presents this mode of operation. It can be noted that the
task with the highest priority is waiting an event. The event is
triggered by pressing the test button (the port at which it is
connected will go from high to low). After a time that depends
on the operating system and the scheduler operation, the task
with the highest priority will pass a second test pins port to the
low. Thus, using a two-probe oscilloscope connected to the two
ports, the response time to the external event can be measured.

In order to implement these performance tests, we will use
three software RTOSs: uC-OS/Ill, Keil RTX, and FreeRTOS.
These are the most used RTOSs for small MCU systems
according to the study presented in [5]. The chosen RTOSs
systems do not allow the direct attachment of an interrupt to a
task, the interrupt service routines being executed outside the
kernel. In the present case, for each RTOS, a multi-task
application has been developed in which, after the initialization
part, the task with the higher priority enters in the waiting state
for an event. In the external interrupt service routine for the
port that is connected to the test button, the expected event is
triggered and the scheduler is executed. The scheduler will
select the task with the higher priority for execution. This task
will pass to low the second test pin port as soon as it enter in
execution state.

1978

37.44

20 25 30 35 40 ps

Fig. 2. Response Time to a External Event.
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In order to implement this performance test on nMPRA, the
external interrupt associated with the pin connected to the test
button is attached to the task with the higher priority. After the
initialization part, the task with the higher priority will wait the
occurrence of an attached event (in this case the external
interrupt). When the button is pressed, the external interrupt is
triggered and the hardware scheduler will select the task with
the higher priority for the execution. This task will pass to low
the second test pin port as soon as it enters in execution state.

The results for the four tests (three software RTOSs and
one hardware RTOS) are shown in Fig. 2. It can be noticed that
the response time for the hardware RTOS is very small
compared to software RTOS because the overhead generated
by a software RTOS has been eliminated. Although hardware
RTOSs have very good performances, they are not used in the
industry because they are specialized RTOSs where
programming is different and the users are very reluctant,
preferring to use software RTOSs that have demonstrated their
reliability in previous projects.

V. CONCLUSIONS

In this paper, it was presented a comparison between three
software RTOSs and one hardware RTOS hardware in terms of
response time to an external event. From this comparison, it
was observed that the shortest response time is obtained by the
RTOS implemented in hardware. This happens because the
hardware implementation eliminates the overhead generated by
software RTOS. From the tests it can be noticed that the
weakest performances are obtained by the open source RTOS.
However, FreeRTOS is the most widely used RTOS in
embedded projects on small microcontrollers in 2017.
Although much better performance are obtained with hardware
implementations, the software RTOSs are still used because
they are more customized and they were tested in very many
projects. They can also be executed on a wide range of
microcontrollers.
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Abstract—Reliability is the biggest concern facing future
extreme-scale, high performance computing (HPC) systems.
Within the current generation of HPC systems, projections
suggest that errors will occur with very high rates in future
systems. Thus, it is fundamental that we detect errors that can
cause the failure of important applications, such as scientific
ones. In this paper, we have presented a two-level fault-tolerance
approach for the detection and classification of errors for
Compute United Device Architecture (CUDA)-based Graphics
Processing Units (GPUs). In the first level, it detects the existence
of errors by using software redundancy that applies design
diversity. In the second level, it investigates the problematic
software version and re-executes it on a different hardware
component to classify whether the error is a permanent
hardware error or a software error. We implemented our
approach to run on GPUs and conducted proof of concept
experiments by running three versions of matrix multiplications
with different error scenarios and results show the feasibility of
the proposed approach.

Keywords—High performance computing; fault tolerance;
graphics processing units (GPUS); error detection; n-version
programming (NVP); multi-GPU; reliability

I.  INTRODUCTION

High performance computing (HPC) is a term used in
reference to integrated computing environments that rely on
parallel processing in the running of applications. This boosts
efficiency, speed, and reliability, while ensuring that complex
scientific problems can be solver faster than if they were
performed serially.

HPC systems are used to resolve complex scientific
problems that, because of memory or computer performance
limitations, either cannot be solved or are impractical to solve
using traditional computing systems.

These systems promise to push the boundaries for
scientists by augmenting their research across a range of
disciplines, including: chemistry, nuclear physics, high
energy, astrophysics, nanotechnology, biology, medicine, and
material sciences [1]. However, to realize the full potential
and reach the breakthroughs of this technology, software
development tools are of great importance, such as compilers
and debuggers; to be more specific test frameworks are among
tools that should be part of the HPC infrastructure [2]. Test
frameworks are becoming increasingly important as resilience
is one of the major challenges to the growth of the complex
systems mentioned above. System resilience is substantially
reduced due to the increase in the number of components,

regardless of the reliability and efficiency of individual
components. Besides the addition of more components, many
other factors increase the rate of failure for future HPC
applications, including: number of components both memory
and processors, smaller circuit sizes, heterogeneous systems,
the number of operations, and increasing system and
algorithm complexity [3]. This leads to the fact that hardware
faults are becoming inevitable [4, 5] and the way is to be
aware of and handle its effects [6]. From another point of
view, as HPC power is targeting applications beyond the
graphics domain, such as scientific applications and stock
markets, it faces the challenge of addressing the need to
generate accurate results that should be free of errors, as these
applications cannot tolerate the existence of errors as graphical
applications [7]. Hard errors are not the only concern of the
HPC community, soft errors are a concern as well [8]. In [9] a
study done on the data of two large-scale sites of a set of
systems showed that hardware and software errors covering a
considerable large proportion of root causes of failures.
Hence, it is imperative to provide effective fault-tolerance
capabilities, both at hardware and software levels as part of
the test framework. HPC community has developed various
solutions to generally tolerate faults, and more specifically to
mitigate faults caused by hardware defects [10] and to detect
and recover from errors [5, 11]. We will elaborate more on
some of the relevant approaches in Section 2. Some of the
used approaches depend on using checkpoints/reset [12],
redundancy and Algorithm-Based Fault Tolerance ABFT [13,
14]. In our research, we have applied redundancy-based fault
tolerance, as checkpointing has high communication overhead
and ABFT is customized to fit the algorithm under analysis,
thus, it is very difficult to generalize the solution to other
applications without addressing the specifics of the new
algorithm. In particular, we use software-based redundancy
with design diversity; that is, we provide several versions of
the same application that differ in their design to check for
errors during execution time. Design diversity lessens the
likelihood of having all versions fail exactly the same way in
the same time. We use this technique in a broader view, as we
aim to support the need to detect not only software errors but
through these errors we can detect if the actual cause is a
hardware error. This two-level approach starts by applying
software-based redundancy with design diversity to identify
the existence of a problematic copy of the software, then re-
execute this copy on a different hardware to determine if the
original hardware was the cause of the error or the software
itself has an error.
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In the following section, we present some of the research
related to our work. In Section 3, we briefly describe some of
the basics of CUDA-based GPU Architecture and Open MP
programming, as they are the main tools of the infrastructure
that we used to implement our system. In Section 4, we
present our proposed methodology. In Section 5, we present
the experimental results, and finally we conclude our paper in
Section 6 and highlight some of future research directions.

Il. RELATED WORK

This section presents existing error detection techniques
based on redundancy that are considered one of the protective
techniques that provide resilient computing in the HPC
domain. Many approaches based on hardware redundancy
have been used successfully in mission-critical systems such
as triple-modular redundancy (TMR) and dual-modular
redundancy (DMR) [15]. The latter approach is achieved by
supplying two similar physical components that can execute
the same task. When an error occurs, the extra component
transparently recovers from the peer one [16]. A TMR
approach is based on three fully redundant components which
perform the same process. The result is processed by a voting
system to ensure the results are the same. If one component
fails, the other two can correct and mask the fault. This
approach causes performance overhead because of the need to
synchronize original hardware and its replica and also doubles
the hardware cost. In addition, running the same copy of the
software on all components will not reveal an actual error, as
all copies will generate the same incorrect result.

Design diversity among the software replicas is
implemented as a solution for this problem. Thus, lessens the
likelihood of having all copies failing on the same set of input
data. In [17], this approach is categorized as software
redundancy. This method has been widely exploited in
targeting software errors, i.e., design faults or software bugs
[18].

There are several approaches to software redundancy
techniques, such as N-version programming [19], recovery
blocks [20] and N self-checking [21]. Faults can be detected in
these approaches by consistency checking/self-checking or
time redundancy. Time redundancy is defined as running the
same program several times and compare the results. All the
above approaches target sequential applications, as for
redundancy-based fault detection approaches that target
concurrent applications running on GPUs can be found in [11,
22, 23, 24]. These approaches detect software errors whether
they use software or hardware redundancy. In [25], the
proposed system detects hardware errors using different types
of redundancy.

From a different perspective, part or our method is to
execute the problematic version of the software on different
hardware to classify whether the error is caused by hardware
or software. This idea has been applied in the SWAT tool [26]
which will be discussed further in Section V1.

It is noticed that benefiting from software redundancy with
design diversity is applied in several researches, to either
detect software or hardware errors. However, its power has
not been integrated with the step of classifying the error. Up to
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our knowledge no one applied design diversity in HPC for
detecting errors and also no one used software redundancy for
detecting hardware errors on GPUs.

I11l. BASIC CONCEPTS OF DEPENDABILITY

We now briefly present basic ideas and terminology used
in the field of fault tolerance. A detailed background and
taxonomy of the related terms can be found in [27, 28].

A. Fault-Error-Failure

A system is an entity that interacts with other entities. A
system can be hardware based, for example a processor, or
software based, such as a running application. A system
consists of components which can be systems themselves. A
system failure is defined as the deviation of the system
behavior that is inconsistent with the system’s specification.
When the observed behavior differs from the specified
behavior, we call it a failure. A failure occurs because of an
error that is caused by a fault. An error is the part of the
system state which results from the activation of a fault and
causes the system to be in an illegal state. Errors are liable to
lead to a failure. Fault propagation chain from faults to
failures in a system is illustrated in Fig 1.

Fault activation
Faut ~ ——» Error

Error propagation \
e

» Failure

Fault occurence nvalid state No service

Fig. 1. Relationship between Fault, Error and Failure.

There are numerous sources of a fault that can be either
software or hardware [29] as shown in Fig. 2.

specification
mistakes software
- ' faults
implementation
mistakes
[erors |— iiires
external
factors ~ hardware
faults
component
defects

Fig. 2. Classification of the Sources of Faults [29].

Software faults are most often caused by design faults and
operational faults [29]. Design faults occur when a designer,
either misunderstands a specification or simply makes a
mistake. Hardware faults are most often caused by incorrect
specification, incorrect implementation, manufacturing
imperfections or external factors.
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System errors that impact the application’s and
supercomputer’s reliability can be classified as “soft” or
“hard”: soft errors are usually caused by a transient fault and
temporary environmental factors. Soft errors, unlike
manufacturing or design faults, do not occur consistently.
Some of the factors that can cause this type of faults are
radiation-induced upsets in electronic circuits [27, 30],
leakage from adjacent circuits, timing violations, and
improper signal routing or power design [31]. These events do
not cause permanent physical damage to the processor but can
alter signal transfers or stored values and thus cause incorrect
program execution.

By contrast, hard errors are caused by a permanent fault in
the system and are usually caused by design faults or inherent
manufacturing defects, thermal stress, wear out, and process
variation. Permanent hard errors are easier to detect, because
hardware deterioration is often irreversible, and their
symptoms tend to be predictable and persistent over time.
However, they must be detected because they present a threat
to the application stability in a well-maintained environment
[32]. Permanent faults usually require that the faulty
component be avoided until it is repaired or replaced to avoid
errors in system behavior. On the other hand, transient faults
do not require repair/replacement of the component, but the
impact of the resulting soft error needs to be masked.

B. Fault Tolerance

Fault-tolerance means the ability of a system to continue
correct performance of its intended tasks and the ability to
avoid failure after the occurrence of hardware and software
errors. When a system is said to be fault-tolerant this means
that the behavior of the external system is not affected by
faults. A fault- tolerant system must be able to detect errors
and recover from them.

IV. OVERVIEW THE CUDA-BASED GPU ARCHITECTURE
AND OPENMP PROGRAMMING

In this section, we give a brief description of the GPU
architecture and CUDA, as the target applications that our tool
analyzes are implemented using CUDA and Open MP and run
on GPUs.

A. GPU Architecture

Fig. 3 illustrates a simplified overview of the GPU
architecture. Modern GPU architecture is composed of an
array of Streaming Multiprocessors (SM) [33]. The SMs are
the main building blocks of a GPU. SMs consist of a set of
Stream Processors (SPs) or CUDA cores, in which each core
executes several threads in parallel at a specific time. SPs
share control logic and an instruction cache, while SMs allow
access to the global memory. In modern GPU devices, there
are thousands of such SPs; this indicates that each GPU has
the potential of executing thousands of threads at any moment.
Moreover, each SM has shared memory and the L1 cache that
is designed to improve the computational performance by
storing the data common to the threads running on the SM.

Vol. 9, No. 12, 2018
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Fig. 3. An Overview of the GPU Architecture [33].

GPUs use this architecture in SIMT (Single Instruction
Multiple Threads) [34], in which a group of (currently 32)
threads known as a warp performs the same instruction. All
the threads in one block are performed on one SM, or they can
be implemented as multiple concurrently running blocks. The
number of blocks that can be processed concurrently on one
SM depends on the resource requirements of each block like
shared memory usage and the number of registers.

There are many GPU programming languages that aim to
provide an environment in which GPU and CPU programs can
exist with each other. The main goal of these programming
languages is to offload the GPU friendly portion of the
program into the GPU memory. In this work, we use the
CUDA programming language that is specifically employed
for NVidia GPUs.

B. CUDA

CUDA (Compute United Device Architecture) is a parallel
computing architecture developed by NVidia for massively
parallel high-performance computing [35]. It can be accessible
through CUDA-accelerated libraries, compiler directives,
application  programming  interfaces, and  standard
programming languages including C, C++, Fortran, and
Python. There are several programming models accessible to
create program for GPU but CUDA by NVidia is the best
option to accomplish parallelism through GPU processing.

Recently, this platform has proven successful in parallel
computing architecture at programming multi-threaded on
many-core GPUs .The GPU acts as a coprocessor that
performs data-parallel kernel functions. CUDA has a
hierarchy of thread groups. Threads are composed of a three
level hierarchy. A grid consists of set of thread blocks that are
responsible for executing a kernel function. Each block is
composed of hundreds of threads. Threads inside one block
have shared memory that allows sharing data. All threads
within a block are executed concurrently on a multithreaded
model.
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Streaming Multiprocessor

| Instruction Cache |

Register File

core core core
core core core

Shared Memory / L1 Cache

Fig. 4. A Representative CUDA-based GPU Architecture [36].

A CUDA-based system is a type of heterogeneous
programming, since a program is usually running on two
different platforms: a host and a device. The host system
usually consists primarily of the CPU, main memory and its
supporting architecture. The device generally includes the
video card consisting of a CUDA-enabled GPU and its
supporting architecture. The CPU begins to execute a CUDA
program in order to provide inputs for the kernel and to start
its implantation; this means providing a kernel grid to the
GPU. The CUDA GPU begins the implantation of the kernel.
Upon completion of a kernel implantation, the CPU can
acquire the output data by accessing the contents of the GPU
memory. The software organization of a kernel is related to
the GPU architecture, since the threads hierarchy assigns
immediately into the GPU internal components.

Fig. 4 illustrates CUDA GPU internal architecture. When
the CPU starts to invoke a kernel grid, each thread block is
assigned a Thread Block ID and dispatched to a SM that
ensures enough available resources. Each thread of a thread
block is executed on a CUDA core.

The programmer can specify the number of threads per
block, and the number of blocks per grid. A thread in the
CUDA programming language is characterized as much
lighter weight than in traditional operating systems.

C. OpenMP Programming

Open multi-processing (OpenMP) is a programming model
that has the ability to handle multithreading by computing in
parallel modules. The basic idea of this programming model is
that data are processed in parallel. It consists of a number of
directives and libraries that are called runtime libraries [37].
The code inserted in these directives executes in parallel on
multi-cores in the form of a basic OpenMP unit called
“Thread” [38]. It also has the ability to process the looping
region in a parallel way by adding compiler directives in the
starting region of the OpenMP module that improve the
efficiency of the program and overall application performance
[39].

V. PROPOSED METHOD

In this research, we aim to detect hardware and software
errors in CUDA applications that run on GPUs. Our proposed
method consists of two levels of detection. The first level

Vol. 9, No. 12, 2018

detects the presence of error in the results generated by the
running software. The second level classifies the source of the
error whether it caused by a hardware error or software error.
We used multi-version programming at the first level of
detection, where several versions having diverse designs of
the same application are used. All versions of the software are
executing in parallel. The correctness of the results is
determined by running a voter in which common answers by
the majority are considered the rightful result. In case the
voter indicated the presence of an error in one of the versions
for example, then the second level of detection is conducted.
In this level, we reinvestigate the version that produced the
incorrect result, by running it on a different set of cores or a
different GPU with the same input data. The cause of the error
is classified as hardware error in case the result is correct as
stated by the majority and software error otherwise. The steps
of the methods are illustrated in Fig. 5.

CPU
Launch kernels | GPUs
Test kemels kem_e\
‘ execution
Decision Test
mechanism results
Get test responses l )
Failure-Free | Complete Failure| | Partial Failure
Kernel Does Not Incorrect
Execute resuits
To decide the
cause of fault
(Software or
Hardware ) Re-execute the kernel that
falled to give a result and
re-execute it on another
GPU
T\ Get test responses
=7
No yes
Hardware-error Software-error
Fig. 5. Proposed Approach.
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As can be seen, the different versions of the application,
referred to as kernels, are executed on the GPU, whereas the
control of the method steps are mainly done in the CPU,
which are: launching the kernel, running the decision
mechanism — the voter — and starting level two of the
detection by re-executing the problematic kernel in case the
voter’s output indicates there is partial failure. Other possible
output of the voter is that the software is error-free; i.e. all
versions generated the same results, and complete failure; i.e.
there is no agreement on the results among any of the
versions. The figure also shows that partial failure can have
the form of problematic interrupt of execution; i.e. a version of
the application hangs, or the form of generating incorrect
results by one of the versions.

V1. EXPERIMENTAL RESULTS

In this section, we describe the experiments conducted to
test the applicability of our method. First, we describe the
system specifications on which the experiments are conducted
and then we describe the application chosen to conduct the
experiments. After that, we present the techniques used to
inject faults in systems. In the following section, we describe
the design of the experiments and show the results. Finally, we
discuss the findings derived from our experiments.

A. System Specification

First, the hardware specifications of the system on which
the experiments are conducted are listed. The machine
contains a single Intel (R) Core (TM) i7-7700K CPU @4.20
GHz , equipped with three Nvidia GeForce GPUs: two of
them are of the model GTX 1070 and the third GPU is of the
model GTX1060. More details of the different GPUs are
shown in Table I.

TABLE I. AN OVERVIEW OF THE GPUS USED. SM DENOTES STREAMING
MULTI-PROCESSOR
GPU Name GTX 1060 2x GTX 1070
Architecture Pascal Pascal
# SMs 10 15
# cores/SM 1280 1920

Next, the software specifications are described. The
machine runs Windows 10 as an operating system, and the
development environment used is Microsoft Visual Studio
community 2015 which as it is compatible with CUDA
Toolkit 8.0 that we used to develop the different versions of
the application — that is described in the next section. Simple
visual studio C++, and OpenMP are also needed to develop
the application and our tool.

B. The Application used for Testing

In this section, we describe the application we used to
conduct our experiments on. We chose Matrix Multiplication
as it is a computational mathematical operation that is widely
used in the computational sciences in general, and scientific
modeling in high performance computing domain as well [14,
22].
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Several algorithms and mathematical formulas have been
proposed to solve matrix multiplication, one of the proposed
approaches exploits the massive parallelism of GPUs to speed
up computations. Our method detects errors in parallel
applications, thus, we have chosen three different parallel
algorithms for solving matrix multiplication to conduct our
experiments. The chosen algorithms show the design diversity
required by the multi-version programming system. Next, we
present the mathematical formula of matrix multiplication and
then describe the three different algorithms used to solve this
mathematical problem.

The mathematical formula for matrix multiplication is
given in equation 1.

Cij = Xk=14ix * Bk @
Equation 1: general formula of Matrix Multiplication

Where A and B are matrixes of the sizes nxm and mxw
respectively. C is a matrix of the size nxw that stores the
product of matrix A and matrix B. For simplicity, we only
created square matrices during our experiments.

The different algorithms chosen for matrix multiplications
differ in the kind of memory being used, thus causing
adequate changes in the design of each algorithm that are
enough to introduce the design diversity required by our
method — using different set of steps in each algorithm. The
first algorithm used one thread to compute the result of an
element of the matrix C. It depends on using global memory
causing the performance to become relatively slow. The
second algorithm uses shared memory to avoid unnecessarily
accessing global memory multiple of times. The third
algorithm is different from the second algorithm in that it
transposes the second matrix, which is referred to as matrix B
in (1).

C. Fault Injection

In our experiments, we need a procedure to inject faults
and monitor the effect of these faults on system’s behavior
[40]. Fault injection is a widely used method for improving
the reliability of applications. Reviews of fault injection
techniques and methodologies in electronic and computer
systems can be found in [18, 41]. Research has also been done
to provide a framework to allow fault injection in HPC
applications with the focus of facilitating designing complex
experiments by defining workloads [42]. This framework,
called FINJI, allows the integration of existing fault injection
tools for heterogenous types of errors. Testing the detection of
hardware and software errors requires fault injection of both
types. Hardware errors will result in Silent Data Corruption
(SDC) which is a kind of soft error that can simply be
described as the flip of a bit or two in both kind of storage
volatile and non-volatile [43]. Some of the approaches used to
inject hardware errors are FPGA-based fault injection [44] and
simulations to conduct microarchitecture-level fault injection
[26]. The latter has been applied in a multicore environment
called mSWAT for detecting hardware errors [45]. The idea is
to detect hardware errors via software anomalies such as fatal-
traps and system hangs, these detected errors are then
diagnosed to identify which part pf the micro-architectural of
the system is the source of the error as described in [46].
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FPGA-based fault injections are performed on gate-level
models and accelerated by FPGA-based hardware emulation.
This approach injects errors at gates based on a user-provided
model of hardware design. Another tool that injects errors at
gates is Argus [47]. In our tool, there is no need to follow any
of the above-mentioned hardware fault injection approaches,
as our tool satisfies the objective of the research by reporting
back the faulty core without specifying the kind of hardware
error. Whereas the other approaches aim to identify the source
of the error, for example, Argus, based on running certain
instruction, it identifies the source of the error in a simple
core. The research applying FPGA-based fault injection is
measuring the accuracy of detecting the SDC that results from
the specific types of hardware errors.

As for software fault injection, we have performed fault
injection at the source code level, by conducting mutation of
the source code of the application being analyzed and
observing the outcomes. This kind of injection has been
applied in other research such as [40, 48, 49].

D. Experiments Design and Results

In order to test the applicability of our method, we need to
ensure that the method is able to report back error-free, partial
failure and complete failure cases. In this section, we focus on
the error-free and partial failure cases as the complete failure
case can be tested in the same way we test partial failure. In
addition, to summarize the results, we report back the partial
failure case in which the problematic version of the
application generates in correct results. In addition, for the
partial failure case, we conduct an experiment to detect
hardware errors and another experiment to detect software
errors. Soft errors are injected by changing the one or more of
the code instructions to generate incorrect result. Hard errors
are assumed they exist in one of the GPUs and we designed a
method that returns an incorrect result in both levels of our
detection method. In the following, we present the result of
each experiment, and then present a table showing relevant
measurements:

Fig. 6 shows the result of executing the three algorithms in
which all are error-free, consequently depicting the error-free
case:

Fig.7 shows the result of executing the three algorithms,
where one of the algorithms has an injected soft error, thus
generating incorrect results. This depicts the case of partial
failure caused by a soft error. In this case, the second level of
the detection method is used to determine that it type of error
is a soft error, since re-executing the algorithm on a different
GPU generated an incorrect result as well.

Fig.8 shows the result of executing the three algorithms,
where one of the algorithms generates in correct results (as
returned by our designed method that mimics hard errors as
described in the fault injection section). This depicts the case
of partial failure caused by a hard error. In this case, the
second level of the detection method is used to determine that
the type of error is a hard error, since the algorithm generated
a correct result when run on a different GPU.
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Fig. 6. A Screenshot of the Result in the Case of Failure-Free.

----------- Matrix Multiplication using multiple CUDA kernels-----------
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Fig. 8. A Screenshot of the Result in the Case of Partial Failure (Hardware
Error).

E. Discussion

This section aims to give insights into our proposed
method and to compare it with other approaches in terms of
detecting faults and ability to distinguish them. As explained
in the previous section, our proposed method was designed as
a two-level technique, in which the first level based on design
diversity that applies N-Version Programming technique.
Whereas the second level is designed to distinguish the type of
error that is detected.

In [30, 50], NVP is used for detecting hardware and
software faults, however, they do not address concurrent
applications. It is noteworthy to mention that in [30] the
system detects transient faults either software or hardware and
permanent hardware faults. More specifically, it can detect
errors that cause one of the components become disabled or
cause the generation of incorrect results.

The most relevant tool to our work is mSWAT [45]. It
applies the two-level approach for detecting permanent
hardware and software errors, in a similar manner to our work.
However, they use TMR approach in the first level, whereas
we use NVP. In the second level, mSWAT stores traces of
execution for each core, then checks if there is divergence in
the execution of one of the cores then it will be considered as
a faulty core. In addition, they conduct further analysis to
identify the faulty micro-architectural component for repair. In
our work, we only report back that there is a permanent
hardware error or a software error.
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MSWAT also addresses transient errors at the beginning
by re-executing the process on all cores in a similar manner of
rollback/replay. If the error is not repeated, then it is
considered a transient software bug. In our work, we have not
included the detection of transient errors.

We detect the existence of errors in the first phase by
identifying that one of the software versions are producing in
correct results or experiencing application hang. In mSWAT,
they have addressed four kinds of software anomalies,
including hangs, fatal traps, panic, etc.

It is also worth mentioning that using NVP in our work has
the difficulty of designing and implementing three versions of
the software, however, it needs no tracing of execution and it
only re-executes the problematic version once unlike
mSWAT. We also do not need to store the re-execution and do
comparisons for divergence checking, we only compare the
results in case the application do not hang.

MSWAT, addresses more error types and faulty micro-
architectural components identification. However, in our work
we investigated the possibility of benefiting from NVP that
up-to-our knowledge has not been previously investigated for
HPC applications.

VII. CONCLUSION

Faults are becoming more frequent in large
supercomputers, and their impact is higher in the case of long-
duration applications. This research seeks to address resilience
challenges by presenting an innovative method to detect
software and hardware errors that can be become a concern for
the performance of scientific applications running on these
future systems.

We have investigated an approach to detect and classify
faults for CUDA applications using multiple GPUs. Our
approach benefits from NVP for detecting errors then carrying
another analysis by running the problematic software version
on a different GPU to classify the type of error. Our proposed
approach is flexible in the sense that it can be applied to
different applications not just matrix multiplication.
Experimental results indicate the capability of the proposed
method to detect errors and classify whether they are
permanent hardware errors or software errors. Hence, assisting
in improving reliability. We plan to integrate this detection
algorithm in a more comprehensive framework that includes
error recovery and sophisticated fault injection techniques and
test our approach on other types of applications to collect
further measurements of the coverage and overhead of our
approach.

ACKNOWLEDGMENT

We would like to express our gratitude and appreciation to
Prof. Fathy Eassa the head of our research group in the
department of Computer Science at KAU. He always provides
us with promising research directions and continuous
guidance.

52|Page

www.ijacsa.thesai.org



[1]

[2]

3]

[4]
[5]

[6]

[71

(8]

[9]

[10]

[11]

[12]
[13]
[14]

[15]

[16]

[17]

[18]

[19]
[20]

[21]

[22]

[23]

(IJACSA) International Journal of Advanced Computer Science and Applications,

REFERENCES

Ashby, Steve, et al. "The opportunities and challenges of exascale
computing-Summary report of the advanced scientific computing
advisory committee (ASCAC) subcommittee." US Department of
Energy Office of Science ,2010.

Van De Vanter, Michael L., D. E. Post, and Mary E. Zosel. "HPC needs
a tool strategy." Proceedings of the second international workshop on
Software engineering for high performance computing system
applications. ACM, 2005.

G.Rinku, et al. "Introspective fault tolerance for exascale systems." US
Department of Energy Advanced Scientific Computing Research, OS
and Runtime Technical Council Workshop. 2012 .

Constantinescu, Cristian. "Trends and challenges in VLSI circuit
reliability." IEEE micro 4 (2003): 14-19.

Gizopoulos, Dimitris, et al. "Architectures for online error detection and
recovery in multicore processors.” Design, Automation & Test in
Europe Conference & Exhibition (DATE), 2011. IEEE, 2011.

Tselonis, Sotiris, Vasilis Dimitsas, and Dimitris Gizopoulos. "The
functional and performance tolerance of gpus to permanent faults in
registers." On-Line Testing Symposium (IOLTS), 2013 IEEE 19th
International. IEEE, 2013.

Wounderlich, Hans-Joachim, Claus Braun, and Sebastian Halder.
"Efficacy and efficiency of algorithm-based fault-tolerance on GPUs."
On-Line Testing Symposium (IOLTS), 2013 IEEE 19th International.
IEEE, 2013.

Guan, Qiang, et al. "Empirical studies of the soft error susceptibility
ofsorting algorithms to statistical fault injection." Proceedings of the 5th
Workshop on Fault Tolerance for HPC at eXtreme Scale. ACM, 2015.

Schroeder, Bianca, and Garth Gibson. "A large-scale study of failures in
high-performance computing systems.” |EEE Transactions on
Dependable and Secure Computing 7.4 (2010): 337-350.

Di Carlo, Stefano, et al. "Fault mitigation strategies for CUDA GPUs."
Test Conference (ITC), 2013 IEEE International. IEEE, 2013.

Dimitrov, Martin, Mike Mantor, and Huiyang Zhou. "Understanding
software approaches for GPGPU reliability." Proceedings of 2nd
Workshop on General Purpose Processing on Graphics Processing
Units. ACM, 2009.

X. Xu, et. Al HIiAL-Ckpt: A hierarchical
checkpointing for cpu-gpu hybrid systems, 2010

K.-H Huang and Abraham, “Algorithm-based fault tolerance for matrix
operations, 1984

C. Ding. Et. Al. “Matrix multiplication on GPUs with on-line fault
tolerance” 2011

Lyons, Robert E., and Wouter Vanderkulk. "The use of triple-modular
redundancy to improve computer reliability.” 1BM Journal of Research
and Development 6.2 (1962): 200-209.

Bartlett, Wendy, and Lisa Spainhower. "Commercial fault tolerance: A
tale of two systems." IEEE Transactions on Dependable Secure
Computing, 1(1):87-96, 2004.

Pullum, Laura L. Software fault
implementation. Artech House, 2001.

Ziade, Haissam, Rafic A. Ayoubi, and Raoul Velazco. "A survey on
fault injection techniques." Int. Arab J. Inf. Technol. 1.2 (2004): 171-
186.

Chen, L. (1978). VV-version programming: A fault-tolerance approach to
reliability of software operation. FTCS-8, 1978, 6.

B. Randell, "System Structure for Software Fault Tolerance,” IEEE
Trans, on Software Engineering, Vol. 1, No. 2, June 1975, pp.220-232

Laprie, J. C., Arlat, J., Beounes, C., & Kanoun, K."Definition and
analysis of hardware-and software-fault-tolerant
architectures”. Computer, 1990, 23.7: 39-51.

Sabena, Davide, et al. "On the evaluation of soft-errors detection
techniques for GPGPUSs." Design and Test Symposium (IDT), 2013 8th
International. IEEE, 2013.

Sheaffer, Jeremy W., David P. Luebke, and Kevin Skadron. "A
hardware redundancy and recovery mechanism for reliable scientific
computation on graphics processors." Graphics Hardware. Vol. 2007.

application-level

tolerance techniques and

[24]

[25]

[26]

[27]
(28]

[29]

(30]

(31]

(32]

(33]

(34]

(39]

(36]
(371
(38]

(39]

[40]

[41]

[42]

(43]

[44]

[45]

[46]

[47]

Vol. 9, No. 12, 2018

"Hauberk:

K.S. Yim, C. Pham, M. Saleheen, Z. Kalbarczyk, R. lyer
Lightweight silent data corruption error detector for gpgpu
,Proceedings of the 2011 IEEE International Parallel & Distributed
Processing Symposium, IPDPS ’11, IEEE Computer
Society, Washington, DC, USA (2011), pp. 287-300.

Lei Zhang, Yinhe Han, Qiang Xu, and Xiaowei Li. Defect tolerance in
homogeneous manycore processors using core-level redundancy with
unified topology. In DATE ’08: Proceedings of the conference on
Design, automation and test in Europe, pages 891-896. ACM, 2008.

M.-L.Li, et al., “Understanding the Propagation of Hard Errors to
Software and Implications for Resilient System Design”, ASPLOS 2008.

J.-C. Laprie, Dependability: Basic Concepts and Terminology, 1992.

Pradhan, Dhiraj K. Fault-tolerant computer system design. Vol. 132.
Englewood Cliffs: Prentice-Hall, 1996.

Dubrova, Elena. Fault-tolerant design. New York: Springer, 2013.

DUGAN, J. Bechta; LYU, Michael R. System reliability analysis of an
N-version programming application. IEEE Transactions on Reliability,
1994, 43.4: 513-519.

B.Schroeder and Garth A Gibson. Understanding failures in petascale
computers. Journal of Physics: Conference Series, 78, 2007

Navarro, Cristobal A., Nancy Hitschfeld-Kahler, and Luis Mateu. "A
survey on parallel computing and its applications in data-parallel
problems using GPU architectures." Communications in Computational
Physics 15.02 (2014): 285-329.

D. B. Kirk and W. H. Wen-Mei. Programming massively parallel
processors: a hands-on approach, 3rd edition. Morgan Kaufmann, 2016.

E. Lindholm, J. Nickolls, S. Oberman, and J. Montrym. NVIDIA Tesla:
A unified graphics and computing architecture. IEEE micro, 28(2),
2008.

D. Goddeke, R. Strzodka, J. Mohd-Yusof, P. McCormick, S. Buijssen,
M. Grajewski, S. Tureka, Exploring weak scalability for FEM
calculations on a GPU-enhanced cluster, Parallel Comput. 33 (Nov.
2007) 685-699.

NVIDIA, “NVIDIA kepler K20 GPU datasheet,” 2012.

J. M. Yusof et al, “Exploring weak scalability for FEM calculations on a
GPU-Enhanced cluster”, 33.685-699. Nov, 2007.

Yang, Chao-Tung, Chih-Lin Huang, and Cheng-Fang Lin. "Hybrid
CUDA, OpenMP, and MPI parallel programming on multicore GPU
clusters." Computer Physics Communications 182.1 (2011): 266-269.

C.T. Yang, C.L. Huang and C.F. Lin, “Hybrid CUDA, OpenMP, and
MPI parallel programming on multicore GPU”. Computer Physics
Communications. Pp. 266-269. 2011.

M.-C. Hsueh, T. Tsai, and R. Iyer, “Fault injection techniques and
tools,” Computer, vol. 30, no. 4, pp. 75-82, 1997.

Song, Ningfang, et al. "Fault injection methodology and tools."
Electronics and Optoelectronics (ICEOE), 2011 International
Conference on. Vol. 1. IEEE, 2011.

Netti, Alessio, et al. "FINJ: A Fault Injection Tool for HPC Systems."
arXiv preprint arXiv:1807.10056 (2018).

Fiala, David, et al. "Detection and correction of silent data corruption for
large-scale  high-performance computing.” Proceedings of the
International Conference on High Performance Computing, Networking,
Storage and Analysis. IEEE Computer Society Press, 2012.

Pellegrini, Andrea, et al. "CrashTest: A fast high-fidelity FPGA-based
resiliency analysis framework.” Computer Design, 2008. ICCD 2008.
IEEE International Conference on. IEEE, 2008.

Hari, Siva Kumar Sastry, et al. "mSWAT: low-cost hardware fault
detection and diagnosis for multicore systems." Microarchitecture, 2009.
MICRO-42. 42nd Annual IEEE/ACM International Symposium on.
IEEE, 20009.

Li, Man-Lap, et al. "Trace-based microarchitecture-level diagnosis of
permanent hardware faults." Dependable Systems and Networks With
FTCS and DCC, 2008. DSN 2008. IEEE International Conference on.
IEEE, 2008.

Meixner, Albert, Michael E. Bauer, and Daniel Sorin. "Argus: Low-cost,
comprehensive error detection in simple cores." Microarchitecture,

53|Page

www.ijacsa.thesai.org



[48]

(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 12, 2018

2007. MICRO 2007. 40th Annual IEEE/ACM International Symposium [49] M. Hiller, A. Jhumka, and N. Suri, “Propane: an environment for

on. IEEE, 2007. examining the propagation of errors in software,” ACM SIGSOFT
K.S. Yim, C. Pham, M. Saleheen, Z. Kalbarczyk, R. lyer Hauberk: Software Engineering Notes, vol. 27, no. 4, pp. 81-85, 2002.
Lightweight silent data corruption error detector for gpgpu Proceedings [50] FUHRMAN, Christopher P.; CHUTANI, Sailesh; NUSSBAUMER,
of the 2011 IEEE International Parallel & Distributed Processing Henri J. Hardware/software fault tolerance with multiple task modular
Symposium, IPDPS 11, IEEE Computer Society, Washington, DC, redundancy. In: Computers and Communications, 1995. Proceedings.,
USA (2011), pp. 287-300. IEEE Symposium on. IEEE, 1995. p. 171-177.

54|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 9, No. 12, 2018

Sensual Semantic Analysis for Effective Query
Expansion

Muhammad Ahsan Raza®, M. Rahmah?, A. Noraziah®

Faculty of Computer Systems and Software Engineering
Universiti Malaysia Pahang
Kuantan, Malaysia

Abstract—The information has evolved rapidly over the
World Wide Web in the past few years. To satisfy information
needs, users mostly submit a query via traditional search engines,
which retrieve results on the basis of keyword matching
principle. However, a keyword-based search cannot recognize
the meanings of keywords and the semantic relationship among
the terms in the user’s query; thus, this technique cannot retrieve
satisfactory results. The expansion of an initial query with
relevant meaningful terms can solve this issue and enhance
information retrieval. Generally, query expansion methods
consider concepts that are semantically related to query terms
within the ontology as candidates in expanding the initial query.
An analysis of the correct sense of query terms, rather than only
considering semantic relations, is necessary to overcome
language ambiguity problems. In this work, we proposed a query
expansion framework on the basis of query sense analysis and
semantics mining using computer science domain ontology,
followed by working prototype of the system. The experts
analyzed the results of system prototype over test dataset and
Web data, and found a remarkable improvement in the overall
search performance. Furthermore, the proposed framework
demonstrated better mean average precision and recall values
than the baseline method.

Keywords—Semantic ~ computing; information  retrieval;
computational intelligence; ontology; term sense disambiguation

I.  INTRODUCTION

At present, the volume of information over the World Wide
Web (WWW) has been increasing continuously. Current
search engines share this diverse information pool of the
WWW and retrieve results by using simple keyword-based
matching. These search engines cannot recognize the semantic
relevance between search text and student query, thus
receiving increased results that are irrelevant to computer
science. In this situation, designing a system that interprets
user search requirements correctly, rather than providing
results by merely performing keyword-based matching, is
challenging.

Query expansion is a technique that can be used for
effective information searches to satisfy users’ requirements.
The query expansion process involves augmenting the initial
user query with additional terms that are related to user
requirements. Currently, among several query expansion
techniques studied in [1], ontology browsing is considered a
prominent query expansion technique. Ontology provides
semantics to plain text [2]; thus, finding additional query-

Mahmood Ashraf*

Department of Information Technology
Bahauddin Zakariya University
Multan, Pakistan

related concepts by exploring the semantic relations is useful
in exploring semantic relations.

Focusing on computer science discipline, where data are
unstructured and dispersed over WWW, this research work
proposes an alternate sense-based semantic query expansion
framework to overcome the word mismatch problem of
keyword-based searches. Given a user query, the approach
initially captures the set of senses for query terms. Then, the
relevant concepts from ontology are extracted on the basis of
term-sense data. Finally, the extracted concepts are used to
expand the initial query for obtaining user-centric results.

Our approach extends the model presented in [3] via
disambiguation of query term sense and semantic similarity
strategy for selecting and ranking expanded terms.

The remainder of this paper is organized as follows.
Existing techniques for query expansion based on ontology are
reviewed in Section 2. Section 3 outlines the major steps of
our approach alongwith the ontologies used in the query
expansion method. The query expansion framework is
discussed, and the functionality of each component of the
framework is clarified in Section 4. Section 5 details the
experiment results and analysis of this work. Section 6
presents the conclusion and highlights the future work.

Il. RELATED WORK

Existing keyword-based search techniques have been used
for retrieving information from large unstructured data on the
WWW [4]. Such techniques retrieve results on the basis of
matching the keywords from the user query. However,
keyword-based techniques lack semantic orientation and
cannot capture the user information requirements.

Query expansion is used to improve the performance of
information retrieval system and retrieve results that are user-
relevant. Ontology is useful in query expansion because it
provides a means for discovering unstated concepts that can
be used to expand the initial user query. Early works have
explored the use of ontology in query expansion techniques
that have been extended eventually in different ways, such as
domain-specific ontology [5-7], general ontology [8-9] and
linguistic expansion [10-11].

Bhogal, Macfarlane, & Smith in [12] have reviewed the
role of ontology in discovering the terms for expanding seed
query, whereas [13] provided a comprehensive overview of
recent query expansion techniques for supporting an effective
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information retrieval. Authors in [14] contended that general
and similar concepts related to the original query can be
identified using thematic relations of ontology. The
researchers used semantic relations and qualifiers (i.e.,
specified in seed query) to filter possible features for
reformulation of a new expanded query. The work focused on
geographical test data and queries and showed improvements
in the accuracy of results. In [15], authors leveraged ontology
to obtain the rarely occurred opinions about a product. The
authors are of the view that such opinion targets have high
chance of relatedness with frequently occurred targets. The
proposed hybrid architecture showed improved results over
existing techniques using semantic data.

Regarding semantic expansion, Gan & Hong [23] explored
Wikipedia knowledgebase and three corpuses (CACM, ADI
and CISI) to extract the terms relationships. They constructed
a Markov network to select the relevant candidates for query
expansion. Their experimental results showed that the
proposed method outperforms the baseline model. Another
application of query expansion includes word sense
disambiguation, in which linguistic knowledge is exploited to
select the correct word sense. For example, authors in [16]
tested the use of WordNet (a famous thesaurus for providing
word senses, e.g., set of synonyms) in query expansion. Their
method achieved a 57% disambiguation rate using the
standard expansion procedure.

However, our approach differs from previous works in
three aspects: first, we exploit linguistic knowledge to
disambiguate the term senses accurately to support vocabulary
mismatch issues. Second, we generate computer science-
relevant concepts from the ontology. Finally, the extracted
concepts are evaluated and selected using a graph-based
similarity method to formulate a precise expanded query that
reflects the users’ information requirements.

I11. OVERVIEW OF APPROACH

Our approach offers two expansion modes, namely, term
sense disambiguation and semantic expansion. The former
mode aims to solve the vocabulary mismatch problem, thus
facilitating users to write textual queries in their own
vocabulary. The latter expansion mode relies on ontology in
selecting the concepts and relations that are relevant to user
query. The rationale behind using two stages of expansion is
that, the query itself makes the machine understand the user’s
demands.

The major steps in our approach are presented as follows:

Stepl: Submit the initial query to the system as a set of
terms Q.

Step2: Convert the initial query into a standardize query Q’
= {01, 92 U3, - , O} by removing the noise and stop-words,
where |Q’| = K. For instance, query ‘Algorithm for searching’
can be represented as {{algorithm}, {searching}}.

Step3: Search thesaurus to extract set of senses Sq'; = {s1,
Sy, Sa, ..., sn} for each term s € Q, where | S’ = N and 1> i
<. K. Compute semantic similarity score for each sense in Sq’;
against g'; and arrange senses in descending order of obtained
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scores. Moreover, include q’; into corresponding Sqg’; as
follows:

Sqi={{qi}u {sl,s2,s3,....,sN} } Q)
Step4: For each element of Sqg';, browse ontology to find
number of relevant concepts and add them in set C; = {cy, C,,
C3, .... , cm}, Where |Ci| = M. Thus, we obtain vector C, ,
against each q'; (see Fig. 1).
Step5: Calculate the semantic similarity score of each

element offg against corresponding q';. Fig. 1 illustrates that
each concept is assigned a similarity score.

Sorting Technigue Data Structure Selection

(0.64) (0.59) (0.50)

Algorithm String Merge
(0.57) (0.51)

Fig. 1. Concept Vectors for Each Query Keyword.

Step6: Expand the user query Q' with concepts that
achieves high similarity score.

Step7: Submit the expanded query to the information
retrieval system for results.

In the present work, we use WordNet thesaurus and
computer science domain ontology to reformulate the initial
query, in an attempt to understand user requirements in
semantic manner.

A. WordNet Lexicon

Many researchers have focused on using the WordNet
lexicon for query expansion work. The lexicon represents
precise word relationships that are further categorized into 26
types, such as hyponym and synonym. Miller first introduced
the WordNet lexicon in 1995 [17], while the latest available
version is 3.1.

We use WordNet 3.1 and only focus on the synonymy
relationships (namely, synsets) of the lexicon. These synsets
provide a means for obtaining term senses to disambiguate
user query.

B. Computer Science Domain Ontology

The use of computer technologies in our lives has caused
the development of computer science as a distinct discipline.
Computer science is an appealing discipline given the
implementations that concern every aspect of life.
Furthermore, this discipline has various sub-fields, such as
database systems (the study of fundamental properties of
relations and query processing) and programming languages
(the study of approaches to describe problem-solving
computations).

Ontology can be used in organizing the data in computer
science discipline, thus enabling to browse relations among
concepts semantically. We select the computer science domain
ontology [18] developed at the University of Athens by
Michael Sioutis and encoded in the web ontology language
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(OWL). This ontology formally describes all branches of
computer science (e.g., algorithms, artificial intelligence,
programming languages, and data structures.) using
relationships among these branches, such as hasPart and
isPartOf.

Figure 2 depicts the portion of the graphical hierarchy of
domain ontology. This portion indicates the concepts and their
relations. For example, the programming methodology and
languages concept is related to the computer science concept
via isPartOf relationship.

We use computer science ontology to extract concepts that
are semantically related to user search query. The search
results in using such concepts when added to original user
query are better than the original query.

_-__:_-'.I'-he ory_of_Computatio-r; }
- :__:-_Database_Systems:}

¢ Parallel_Caomputation ¥

___::--;SthNale_Engineering“}
o — *Z:..Data_Stru ctures B

_ Artificial_Intelligence B

-mputel_Networking_and_Communicatio‘n‘_i__h

- -;__‘Computer_Graphics._:}

7 Operating_Systems b

":__loglamming_Meth0dology_and_Languag.e-_i_:F

"7 Distributed_Camputation B

< Computer_Elements_and_Architecture B

—— 4\..Algolithms.-!-

Fig. 2. OWLViz View of Computer Science Ontology.
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IV. QUERY EXPANSION FRAMEWORK

Figure 3 demonstrates an overview of the proposed
framework for query expansion based on ontology. The
framework is based on five main units, namely, user interface,
query refinement, sensual semantic expansion, similarity
inference, and query constructor components. These
components are described in the following subsections,
starting from the initial user query to generating final results.
Our approach is based on expanding the initial query that
focuses on sense disambiguation, computer science domain
semantics, and use of semantic similarity method to filter the
set of candidate expansion terms.

A. User Interfaces
The user poses initial search query Q and views the results

returned by the information retrieval system via a user-view
interface.

B. Query Refinement

Query refinement module adds several basic structures to
the unstructured initial student query. The two basic
operations of this component are tokenization and stemming.
At the end of these operations, a pool of keywords (called
standard query Q') from the initial student query has become
available.

1) Tokenization: Tokenization splits the query into words
called tokens on the basis of a space character. Thus, we
obtain two types of tokens, namely, word and space tokens.
Furthermore, stop-words (e.g., the, a, and an) are removed
from word tokens to obtain the query keywords.

2) Stemming: Stemming helps in identifying basic forms
of query keywords by removing the affixes from each term.
We use Porter stammer [19] to stem.

For example, for a given query Q = ‘an algorithm for
sorting’, the query keywords after tokenization are {sorting,
algorithm}, and the stammer provides us with the standard
form of query Q' as {sort, algorithm}.

Sensual Semantic Expansion

Term Sense

Standard Query D

Semantic
Domain

Concept
Ontology

Query Keywords
+
c: New Concepts

Fig. 3. Ontology based Query Expansion Model.
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C. Sensual Semantic Expansion

Sensual semantic expansion (SEE) component supports the
sense disambiguation of query Q' and obtains a set of
expansion terms (semantic concepts). The basic function is to
match query term senses against computer science ontology
concepts to find unstated concepts that imitate the user’s
interest. The SSE module processing is conducted via two
phases.

1) Term sense detection: In this phase, multiple senses for
each keyword of query Q' are extracted via synsets of
WordNet lexicon. These senses provide a means for referring
to the same keyword in multiple ways. Moreover, this
information helps in avoiding the retrieval of irrelevant
candidate concepts for expansion.

2) Semantic concept identification: Given the query
senses, this phase uses a knowledgebase (which in our case is
computer science domain ontology) to discover the semantic
concepts. Each sense of query keyword is matched with
ontology concepts. If a match is found, then classes (concepts)
related to matched ontology concept are extracted via
hyponym and hypernym relationships.

Note that if match is found, then the SSE module omits
ontology search for the remaining senses of a keyword;
otherwise, it rejects a keyword. Algorithm1 describes the SSE
sub-tasks. For each keyword of Q’, the algorithm obtains the
sense vectors, and sense data are used to extract concepts that
are related to initial query Q.

Algorithm 1 Algorithm for sensual semantic expansion

Input Q' , The set of query keywords
DO, domain ontology
Output : SC, Set of semantic concepts
1 FOR each keyword(i) in Q'
[/l Term sense detection
2 IF keyword is found in WordNet
3 | Compute synset for keyword(i) // set of synonyms
4 END
/I Semantic concept identification
5 FOR each sense(j) in synset
6 IF sense(j) is found in DO
Il Traverse hypernym relationship
/I and hyponym relationship to one level
7 Extract ontology concepts
8 Add concepts in SC
9 BREAK; /I omit search for remaining senses
10 END
11 END FOR
12 END FOR

D. Similarity Inference

The inclusion of query senses during term sense detection
task may return computer science concepts (i.e., semantics)
that are loosely related to user requirements. For example, in
query Q of our example, the system must provide the concepts
that represent different techniques of list sorting. Thus, the
identified semantic concepts must be analyzed to check

Vol. 9, No. 12, 2018

whether these concepts are representative of the original query
Q or not.

In this phase, we adopt a semantic similarity measure for
the following purposes: (1) to arrange the query senses on the
basis of their scores and (2) to select among the set of
candidate expansion concepts (with high scores) recognized
by the SEE component. We use Zhou similarity measure [20]
to evaluate the similarity score of each query Q' keyword
against corresponding senses and expansion concepts. The
scores obtained using Equation (2) show the relatedness of
concepts with query Q’. Moreover, we set k=0.5 to obtain a

hybrid (i.e., path-based and information content-based)
similarity value on the basis of the WordNet lexicon.
Sim_score (w,c)=1—kxA—-—(1—-k)XB 2
Where

A= ( log(2 x rrlloai((l::p(::::;elz?thc) -1) )

And

5 (IC(W) +1C (¢) —2 xIC(lso (W,C)))

2
E. Query Constructor

The query constructor component formulates the expanded
query. It receives the list of high-similarity-scored concepts
and combines them with initial query Q to create an expanded

query.

The query after the expansion is then automatically posted
to the information retrieval system, which retrieves results for
the user.

V. EXPERIMENTAL RESULTS AND ANALYSIS

The above mentioned approach (called SSE) is
implemented with a prototype of a system that uses tools, such
as NetBeans, Jena API, and ARQ engine. We aim to retrieve
the most relevant information for the users without requiring
to navigate through irrelevant results. To obtain the search
results, we use Atire search engine [21] as basic retrieval
model. We evaluate our approach using Communications of
the ACM (CACM) test collection, which consists of
documents from the domain of computer science [22]. In
addition, we have extracted 50 queries from the CACM topics
and have selected the top 20 expansion terms in our
experiments.

A. Evaluation Metrics

To measure the effectiveness of retrieval, we use two
metrics, namely, mean average precision (MAP) and recall.
The MAP indicates the accuracy of retrieved results, whereas
recall denotes the completeness of results. We define these
measures as follows.

_1oQ 1 Rj
MAP = 3L, %) P(D) ®3)
1 Ti
Recall = 52?=1R_i (4)
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Where Q is the number of queries, R; represents total
number of relevant documents for i-th query, P refers to
precision, D; is the j-th document from top retrieved set of
documents and r; reflects the number of relevant documents
retrieved for i-th query.

B. Results Analysis

In the experiment, 80 computer science students (10
undergraduate, 30 graduate, and 40 postgraduate) were
divided into 4 groups randomly. All of these groups were
trained to retrieve results via the Atire search engine for
queries that were expanded using our approach (SSE) and for
the unexpanded queries (called baseline). In addition, the
groups were required to record the score of relevant results
(i.e., documents relevant to a given query) achieved using the
SSE and baseline method. For the sensitivity analysis, the
groups were requested to measure the relevancy score
separately for the top 50 and top 100 retrieved results of each
submitted query.

For the performance analysis, three measurement variants,
namely, MAP@50, MAP@100 and Recall@100 were
calculated. The difference among these measures is based on
the analysis of the top N retrieved documents (where N can be
50 or 100). The results for baseline and SSE model in terms of
MAP and Recall are summarized in Table 1.
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retrieved documents. Therefore, the SSE approach can stably
improve the retrieval accuracy for the Web-based search. By
contrast, the Recall@100 result for the Google-based SSE is
less substantial than the method implemented in the Atire
toolkit but still much better than the baseline method (i.e.,
+15%).

TABLE Il Comparison in Terms of Map@50, Map@100 and
Recall@100 Measures Via Atire and Google Search ENGINES
Evaluation Measures Alire Google Based SSE
Based SSE 9
MAP@50 0.25 0.24
MAP@100 0.23 0.21
Recall@100 0.74 0.63

TABLE I. COMPARISON IN TERMS OF MAP@50, MAP@100 AND
RECALL@100 MEASURES VIA ATIRE SEARCH ENGINE
Evaluation Measures Baseline SSE Approach
MAP@50 0.15 0.25
MAP@100 0.11 0.23
Recall@100 0.48 0.74

The SSE approach achieved a considerable improvement
over the baseline method in the MAP and recall values. When
top 50 documents are retrieved, the SSE approach shows
improvement about +10% in MAP as those of baseline
method. The results trend is found very similar for top 100
retrieved documents. Moreover, we realize that SSE method
can improve the recall measure about +26%, when 1000
documents are retrieved. This observation further confirms the
effectiveness of proposed SSE system.

The SSE approach is better than the baseline method given
the following reasons: (1) SSE leverages user query senses at
the initial stage. Therefore, the new approach helps in
identifying the correct sense for the original query terms.
(2)The SSE method avoids including unnecessary expansion
terms by considering the computer science domain ontology
and semantic similarity method.

The efficiency of the SSE procedure was further evaluated
using Google, which is a search engine that is widely used by
users. Table 2 reports the results measured with MAP and
Recall for both Atire based and Google based SSE. An
interesting observation is that the performance improvement
in the Google-based SSE method is similar to the Atire-based
SSE method for top 50 (MAP@50) and top 100 (MAP@100)

Finally, the results were plotted in a 2Dchart for the MAP
and recall values. Fig. 4 displays that the SSE approach and
Google-based SSE search outperform the baseline method.
The results trend indicates that SSE method achieved better
Recall value when Atire retrieval system is adopted, in
contrast to Google-based retrieval. We believe the main
reason for this is that the pool of expansion terms is kept small
in size (20 terms). In Atire-based SSE, the fewer expansion
terms provides an effective guidance in selection of relevant
results.

80 -

Il Bascline

1/ Google based SSE
70 (I SSE (Atire)

60

50

40

30 1

20

10 4

MAP@50

MAP@100 Recall@100

Fig. 4. Column Plots of MAP@50, MAP@100 and Recall@100 Measures.
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VI. CONCLUSION AND FUTURE WORK

In this work, we have addressed the problem of accurate
search by focusing on reformulating the user query to become
self-explanatory. We have proposed a sensual semantic
framework for query expansion and have used semantic
structures i.e., ontologies. In particular, the SSE method helps
in extracting the correct sense of a query term from WordNet
ontology. The semantic expansion process takes place by
browsing computer science ontology for additional terms
related to query terms and query senses. The generated
expansion terms are then analyzed using similarity inference
to select terms closely related to query senses. Experts have
evaluated our prototype on the CACM collection and the Atire
search engine. Our system has obtained the optimal results for
MAP@50, MAP@100, and Recall@100 using test dataset.
Moreover, we have tested the capability of SSE system on
WWW using Google search engine. The difference between
the Atire-based SSE and Google-based SSE methods for
MAP@50 and MAP@100 is insignificant. This comparative
analysis indicates that our approach is also useful in retrieving
precise information from a diverse information pool of
WWW. Our model has outperformed the baseline method,
thereby indicating that the concept of query sense analysis
along with semantic expansion can provide a breakthrough in
retrieving relevant information for users.

Our future work includes enhancing our prototype for large
standard ontologies (in contrast to domain-specific ontology)
and making the prototype available to researchers to test its
authenticity and detailed analysis in various domains.
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Abstract—Having based on hard Al problems, CAPTCHA
(Completely Automated Public Turing test to tell the Computers
and Humans Apart) is a hot research topic in the field of
computer vision and artificial intelligence. CAPTCHA is a
challenge-response test conducted to single out humans and bots.
It is ubiquitously implemented on the web since its introduction.
As text-based CAPTCHAs are successfully broken by various
researchers therefore several design variants have been proposed
and implemented in order to further strengthen it. Animated
Text-based CAPTCHAs are one of the design variant of it and
are based on the difficulty of reading the moving text. They are
based on zero knowledge per frame principle. Although it’s still
easy for humans to read animated text but it’s a challenge for
machines. As proposals for animated CAPTCHAs are on the rise
so there is a strong need to scrutinize their strength against
automated attacks. In this research, such CAPTCHAs are
investigated to verify their robustness against automated attacks.
The proposed methods proved that these CAPTCHAs are
vulnerable and they do not guarantee the robustness against
automated attacks. The proposed frame selection, noise removal,
segmentation and recognition methods have successfully decoded
these CAPTCHAs with an overall precision, segmentation
accuracy and recognition rate of up to 53.8%, 92.9% and 93.5%
respectively.

Keywords—Bots; CAPTCHAs; ANNs; animations; image
processing; HIPs; machine learning
I.  INTRODUCTION
The acronym CAPTCHA stands for Completely

Automated Public Turing test to tell Computers and Humans
Apart. This term was coined by Ahn et al. in their pivotal
publication in 2000 to thwart the web against bots [1].
CAPTCHAs are also known as HIPs (Human Interaction
Proofs). According to one report by BBC, 61% of web traffic
is generated by bots [2]. Therefore stopping the bots and
securing the web traffic is indispensable. Now CAPTCHA is a
standard security mechanism on the web to identify the human
interaction. It is based on hard Al (Artificial Intelligence)
problems. These are the problems which are supposed to be
fairly easy for humans but extremely difficult for machines.
As the CAPTCHAs are based on hard Al problems, they have
emerged as a hot research topic in the fields of computer
vision and artificial intelligence. Additionally as ‘P’ stands for
public [3], means the underlying algorithm to create the test
should be open to research community as stated by Ahn et al.
This statement by the pioneers of the field motivates the
researchers to work in this field.

Over the years, many design variants are introduced by
CAPTCHA designers. On the other hand, attackers have
successfully decoded these CAPTCHAs. As the existing
CAPTCHA schemes are broken by the attackers, new design
variants are introduced by designers. Therefore it is an
ongoing war since the introduction of first CAPTCHA [4].
However in both cases it’s a victory. If the CAPTCHA is
successfully broken then a hard Al problem is solved which
leads to one step forward in machine learning. On the other
hand if a CAPTCHA is found resistant against automated
attacks then a way to distinguish between human and
machines is devised which provides a security mechanism on
the web.

A large number of static text-based CAPTCHAs are
successfully broken by various researchers [5-8]. Therefore a
growing number of animated CAPTCHAS are proposed by
many researchers. Animated text-based CAPTCHA are an
alternative to static Text-based CAPTCHAs. In this type of
CAPTCHA, the user is asked to read the moving text as
shown in Figure 1. This type of test presents animated text
typically in Graphics Interchange Format (GIF) images.
However other formats like flash files and streaming videos
can also be used to present animated CAPTCHAs. The
information is usually, spread in multiple frames rather than
presenting it in a single frame like 2D static CAPTHCAs. It is
assumed that adding the time dimension in this type of
CAPTCHASs makes it more secure than its counterparts, i.e.
2D static CAPTCHAs. As various attackers have successfully
attacked the static text-based CAPTCHAs but very little
research is carried out to verify the robustness of animated
text-based CAPTCHAs. In this research, the robustness of
these CAPTCHAs is verified. There is a dual benefit of this
research, it not only helps to identify the design flaws in
current animated CAPTCHAs but the proposed algorithms can
also be used to read the moving text. By implementing the
proposed frame selection, noise removal, segmentation and
machine learning methods, targeted CAPTCHAs are
successfully broken as discussed in section 3.

Rest of the paper is organized as follows; Section 2
presents literature review of the field. Section 3 presents the
proposed frame selection, noise removal, and segmentation
and recognition methods. Section 4 presents the results of the
proposed methods, finally section 5 presents the conclusion
and future work.
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Fig. 1. Animated Text-Based Captchas.

Il. LITERATURE REVIEW

Since its introduction, numerous design variants of
CAPTCHAs are introduced by researchers. However text-
based CAPTCHAS are still most prevalent due to simplicity
and ease of use [9]. As text-based CAPTCHAs are
successfully attacked by many researchers, therefore they have
evolved over the years. Various extraction, segmentation and
recognition resistance schemes have been introduced to
improve their robustness against automated attacks. In spite of
many resistance schemes, various popular CAPTCHAS
offered by Yahoo, Google and MSN have been successfully
broken [7][10][11]. It has led to the developers to introduce
new design alternatives. Animated text-based CAPTCHA is
an alternative to static text-based CAPTCHAs. In this
CAPTCHA the user is asked to read the text which is spread
in various frames.

Cui et al. termed it as Zero Knowledge Per Frame
Principle [12]. They have proposed an animated CAPTCHA
scheme containing moving letters on a noisy background.
Fischer and Herfet proposed an idea of presenting the text on a
deforming surface [13]. Chow and Susilo proposed an
animated CAPTCHA scheme based on motion parallax [14].
In this scheme, segmentation resistance is used in moving text,
humans can still identify the individual characters while they
move However it is supposed as a difficult job for machines.
Creo Group has introduced a HelloCAPTCHA scheme, which
spreads the information in various frames [15]. Naumann et al.
introduced a similar CAPTCHA scheme where letters and
other sketches move on a noise background, they become
observable while moving in different areas of an image [16].

Ince et al. introduced an interesting 3D CAPTCHA
scheme where the users are presented with a randomly
selected text [17]. The wuser is asked to type the
characters/numbers in color input boxes read from each side
of a multicolor 3D cube. Chaudhari et al. presented an idea of
a 3D drag n drop CAPTCHA [18]. The user is presented with
a randomly generated 3D text. Instead of typing the test, the
user is asked to drag n drop the individual letters in boxes.
Susilo et al. introduced a CAPTCHA which is built from
stereoscopic 3D images [19]. They stated that the distorted
and overlapped 3D text in stereoscopic images will increase
the complexity against automated attacks. Imsamai and
Suphakant proposed a 3D CAPTCHA scheme, where multiple
factors like rotation, overlapping, distributed noise etc. were
added in alphanumeric characters to improve its robustness
against bots [20].
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Fig. 2. Sytem Diagram of the Proposed Algortihm.

I11. PROPOSED METHOD

In this research, HelloOCAPTCHAJ[15] is selected as
representative of animated CAPTCHA scheme because it
offers a variety of design variants of animated CAPTCHAs.
Three different schemes were selected, i.e. flitter, Popup and
Smarties CAPTCHAs as shown in Figure 1. All the
challenged images are GIF images containing a certain
number of frames. These frames are displayed after a fixed
duration of time. In this way, animation of characters is
achieved. The system diagram of the proposed method is
shown in Figure 2.

A. Frame Selection

As the animated CAPTCHASs present the challenge in
multiple frames instead of presenting them in a single frame
like static text based CAPTCHAs. Time dimension is
therefore added as an extra layer of security. Therefore the
selection of frames containing the challenged images of
characters is a research problem. Once the required frames can
be selected, the problem can be reduced to static CATPCHA.
We have analyzed the attacked CAPTCHAs and serious
design weaknesses were found in them. These design
weaknesses were exploited to break these CAPTCHAS
successfully with high precision as discussed in section 4.

All attacked types of CAPTCHASs are displayed in the size
of 180x60 RGB images. Each challenge consists of 6
alphanumeric characters. Flitter CAPTCHAs consists of 173
to 177 frames. Characters appear after specified interval of
time at fixed columns in the animation. The major weakness
in this design is the fixation of columns and time intervals to
display the individual characters. After a certain time period,
the individual characters are displayed and we measured this
time in flitter images as approx. 55 mil Seconds. Another
major weakness is to display a complete character after every
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20" frame. These weaknesses are exploited to extract
characters from the animated CAPTCHAs. In Popup
CAPTCHA scheme, the characters popup in the image at
certain columns and then disappear. The animation is achieved
by means of moving 80 to 85 frames at regular intervals of
time, although the characters popup randomly but stay in the
image for a certain period of time in order to catch the
human’s attention. The individual characters remain appeared
in the fixed columns and hence extracted by calculating the
amount of time. Smarties CAPTCHAs present each character
after a certain interval of time. Every character is displayed at
the screen at fixed locations. It remains appeared at that
location for a certain period of time and then disappears. Once
the 3" character is appeared then the first is disappeared. The
animation is achieved by means of moving 190 to 200 frames
in a GIF file. Multiple such CAPTCHAs are analyzed and
regular patterns in their appearances were found. These design
weaknesses in attacked CAPTCHAs are exploited to
successfully decode them. Once the required frames are
extracted and labelled then further operations are performed
on them, like preprocessing, segmentation and finally the
recognition.

B. Preprocessing

The obtained frames contain the disconnected characters
and the step of segmentation is fairly simple in the selected
types of CAPTCHASs. These images are firstly converted to
grayscale images as shown in Figure 3.

ey P i

HELLOCAPTCHA e I HELLOCAPTCHA HELLOCAFTCHAcon
Fig. 3. RGB to Grayscale Conversion.

The obtained Grayscale images are converted to binary
images using Equation No.1

Y =0.2989*R + 0.5870*G + 0.1140*B 1)
Figure 4 shows the results of grayscale to binary

conversion.
S ﬁ? mA

Fig. 4. Grayscale to Binary Conversion.

The obtained binary images contain noise as well footer of
the designer’s name. This noise can affect the results in the
later steps of segmentation and recognition. The footer
containing ‘HelloCAPTCHA.com’ always appears at a fixed
location and it is easily removed by calculating its area. Rest
of the noise is salt and pepper noise. A threshold value ‘t’ is
used to remove all the pixels having values smaller than ‘t’.
Figure 5 shows the results after noise removal.

e B Hj

Fig. 5. Results after Noise Removal.
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Fig. 6. Character Segments after Segmenation.

C. Segmentation

Segmentation aims to separate the individual characters. In
the obtained binary images (after noise removal) there is no
overlapping of characters. These images therefore can be
easily segmented using the condition of blank columns. There
are multiple blank columns (columns containing no black
pixels) in the binary images and we can obtain the character
segments as shown in Figure 6.

The character segments are labeled to store their positions
in the string in order to reconstruct the string as output of the
process.

D. Recognition

In the previous step of segmentation, 200 samples for each
type of CAPTCHA were segmented. Therefore Approx. 1200
images of individual characters were obtained. These images
of individual characters are used to train an Artificial Neural
Network (ANN) using Matlab 9.2. The said ANN is trained
using Scaled Conjugate Gradient Algorithm  with
backpropagation. In order to calculate the performance of the
network cross entropy is used for the given targets and
outputs. The data is randomly divided into training, validation
and testing datasets as 70%, 15% and 15% respectively.

The segmented images of individual characters are
normalized. ANN is constructed by calculating the feature
vectors of the normalized images by calculating the local and
global features of character skeleton [21].

IV. RESULTS AND DISCUSSIONS

Overall success rate of the proposed algorithm depends on
segmentation accuracy, recognition success rate of the
classifier (ANN) and the number of characters in a challenged
image. Therefore Equation 2 is used to calculate the overall
precision [22].

OP (%) = SSR% (%) @)

Where OP is the Overall Precision, SSR is the
Segmentation Success Rate, SRR is the Success Recognition
Rate. SSR depends on the numbers of characters correctly
segmented in a dataset of images. For example if a
segmentation algorithm can segment 500 characters in 100
images of Flitter CAPTCHAs (100*6, as there are 6 characters
in each image) then the segmentation accuracy would be
500/600 = 0.833 or 83.3%. SRR depends on the accuracy of
the classifier. Table 1 shows the results of the proposed
algorithm.

TABLE I. RESULTS OF THE PROPOSED ALGORITHM
CAPTCHA SSR (%) SRR (%) OP (%)
Flitter 73.3 935 48.97
Popup 82.5 89.3 41.83
Smarties 92.9 91.3 53.8
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Fig. 7. Segmentation, Recognition and OP Rates.

As mentioned in [23], the CAPTCHA is assumed to be
broken if an automated program can decode it with an
accuracy of even 1%. Figure 7 displays the results in a graph
where it can be observed that our segmentation, recognition
and overall precision rates are clearly far beyond this
imagination of an ideal CAPTCHA.

V. CONCLUSION AND FUTURE WORK

In this paper, three popular animated CAPTCHA schemes
offered by HelloCAPTCHA were successfully decoded. An
overall precision, segmentation accuracy and recognition rate
of up to 53.8%, 92.9% and 93.5% respectively were achieved.
Simple but robust image processing techniques were applied
to successfully decode them with high accuracy. Serious
design weaknesses were exploited in the attacked CAPTCHA
schemes. Regular patterns such as fixed columns for certain
number of characters and regular time intervals for the
appearances of certain characters makes these schemes
vulnerable against automated attacks. Furthermore it was
validated that the addition of time dimension does not
guarantee the robustness against automated scripts.

In future, the robustness of other animated CAPTCHA
schemes can be verified, which offer segmentation resistant
principles along with addition of time dimensions in their
proposed schemes.
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Abstract—The development of wireless networks brings
people great convenience. More state-of-the-art communication
protocols of wireless networks are getting mature. People attach
more importance to the connections between heterogeneous
wireless networks as well as the transparency of transmission
quality guarantees. Wireless networks are an emerging solution
based on users' access to information and services, regardless of
their geographic location. The success of these networks in recent
years has generated great interest from individuals, businesses
and industry. Although there are several access technologies
available to the user such as IEEE standards (802.11, and
802.16).SDN is a new network paradigm used to simplify
network management, reducing the complexity of network
technology. The following work aims to expose a simulation
implemented under OMNeT 4.6 ++, to improve the Handover
performance between two technologies WiFi and WiMAX. This
paper proposes a decision algorithm for a heterogeneous vertical
handover between WiFi access points and WiMAX network. The
inputs to the algorithm are WiFi RSS, bit rate, jitter, and
estimated TCP end-to-end delay.

Keywords—Heterogeneous  network;  vertical handover;
WIMAX; WiFi; IEEE 802.16; IEEE 802.11; OMNeT4.6

I.  INTRODUCTION

Recently, the Software-Defined Network (SDN) plays an
important role because of its flexibility and ease of
transportation. Worldwide Interoperability for Microwave
Access (WIMAX)[1] or Global Interoperability for
Microwave Access is the promising Fourth Generation
(4G)[2] network to meet the needs of customers. It is a
telecommunication technology that it provides software-
defined data for several distances from a point-to-point links
to all cell-type accesses, that it allows the connection between
mobile and fixed networks. The coverage area of WiMAX is
high compared to other technologies; it offers good support
and good stability.

Wireless  Fidelity (WiFi) [3] provides broadband
connectivity for local area networks, while WiMAX provides
broadband coverage in the metropolitan area with guaranteed
quality of service. WiFi access points usually offer free access
to good time users, while WiMAX overlay networks offer
paid access to users. It is therefore necessary to provide WiFi
connectivity for such a long time and to allow a roaming

mobile device to switch to a superimposed WiMAX network
only when the WiFi services are out of range or when its
quality of service becomes unacceptable, which means that the
WiMAX coverage is supposed to be always available and that
the mobile terminal has to switch between WiFi depending on
the availability of WiFi access points.

It offers another aspect of how conventional remote
systems have been described, due to the effects of innovation
on the public and its impact on the environnent. The
mechanical points of interest of WiMAX are central points of
unprecedented WiMAX radio change, it works in the field of
security and quality, and it has an open access base focused on
IP access. This innovation can be wused for various
applications, WIMAX is a scalable remote correspondence
system capable of providing high-speed remote access with
high data rate of 4G over a long separation in a point-to-
multipoint and visible or an unobservable path condition.

This article presents an evaluation and improvement in
Handover vertical [4] performance between WiFi and
WIMAX via a decision algorithm for the heterogeneous
transfer between WiFi access points and a WiMAX networks.
The inputs to the algorithm are WiFi Received Signal Strength
(RSS)[5], bit rate, jitter, and estimated Transmission Control
Protocol (TCP)[6] end-to-end delay.

Il. STATE OF THE ART

Wireless networks at the forefront of microwave
technology and useful in broadband access, as a central
innovation for the IEEE 802.16 reference group, are
advancing in 4G discovery. With the current presentation of
portability management systems in the IEEE 802.16e
standard, it is currently competing with current and future ages
of remote advances to provide ubiquitous recording
arrangements. Nevertheless, the establishment of a decent
versatile structure depends to a large extent on the ability to
make quick and consistent transfers regardless of the situation
of the building being sent. Since the IEEE has characterized
the mobile WIMAX MAC layer transfer. (IEEE 802.16e)
administration structure and the WiFi MAC layer (IEEE
802.11), the WIMAX Forum and WIiMAX Network
Workgroup (NWG) [7] are processing the improvement of the
upper layers. That is, the path to commercialization of an
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undeniable structure of versatility, that it is in charge of
investigating the difficulties. This focuses on potential
research issues related to the transfer into the current and
future wireless portability structure. An examination of these
issues in the MAC, Network and Cross-Layer situations is
presented alongside the exchange of distinctive answers to
these difficulties.

Subscriber Station (SS) [8] gives the link to WiMAX.
Many websites are used to provide this method, but this is not
a complete view of the tools available as certified that they are
set in mobile Internet devices and various private labelled
tools, laptops.

It assembles Wi-Fi activities because of the same Wireless
Network. It also gives network connectivity to businesses and
at home without the help of external devices. For this, it uses
WIiMAX carriers. It is scaled a few kilometers. It varies at the
scale of the city. It is given with a subscriber unit. It helps the
customer to connect to the Internet and other accesses.

According to research carried out by the "Mojtaba
Seyedzadegan"[9] on the overview of wireless networks, its
architecture deals with the supply of data. It is entirely based
on IEEE 802.16. It supports two things one is the alternative
broadband cable and the other is DSL.

On the basis of the existing works of the following
researchers: Marceau Coupechoux, Jean-Marc Kifel, Philippe
Godlewski that they accumulate the wireless ones in what they
follow

e The users arrive at random times.
e The location of the users is taken into account.

e The choice of the network takes place at the arrival of
the user.

e The decision is made by a dynamic programming
algorithm. Limitations

o Digital resolution is limited by the size of the problem.
e The network cells are concentric.

e The following researchers: Srinivas Shakkotai, Eitan
Altman, Anurag Kumare, they present the following
states:

e The user population is constant over time.

e Users can connect to multiple WiFi networks

simultaneously (Multi-homing).

e The model is macroscopic: The populations follow a
dynamic that converges to a state that maximizes the
sum of user flows. Limitations

e The cells belong to the same technology (Wi-Fi).
e The algorithm to obtain the dynamics is not provided.

I1l. PROBLEM AND SOLUTIONS

Wi-Fi and WiMAX refer to certain types of Wireless
Networks Wireless Local Area Network (WLAN)[10] and
Wireless Metropolitan Area Network (WMAN)[10], using
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802.11 [11] and 802.16[12] specifications. They are widely
used by businesses.

Because of the increasing demand, users ubiquitous access
to wireless services, which he led to the deployment of a
forced use of this wireless technology such as Wi-Fi, it offers
a level of quality in the range, but the problem is that the
number of devices is increasing, which reduces the
performance of travel time Handover and QoS[13] for all
these reasons, this work proposes a solution for the
improvement of vertical Handover by the creation of an
algorithm which is implemented at the level of SDN
controller, to better optimize the performances.

OpenFlow [14] is a first attempt to develop a wireless
SDN platform with Stanford University. It separates the
control plane from the data path and produces slices of
network using FlowVisor [15] to isolate the different flows.

The underlying infrastructure is configured with
SNMPVisor, a line interface command for configuring data
path elements with Simple Network Management Protocol
(SNMP) [16]. In other words, OpenFlow allows multiple
different experiences and services to run simultaneously on a
physical network.

Researchers are currently looking to implement the
OpenFlow to WiFi access points and WiMAX base stations
for traffic control and use a network controller, to
communicate with OpenFlow devices and to provide global
network views. FlowVisor can be considered a transparent
proxy [17] for OpenFlow. It slices the network by selectively
rewriting or dropping OpenFlow messages to delegate control
of different streams with different controllers. The structure of
OpenFlow is shown in figure 1 to separate the traffic of
different users with multiple transmission policies.

Mobillity Manager Mobillity Manager

[ OpenRoads Interface ]
Datapath Control Device Control
FlowVisor OpenFlow SNMP SNMP
demultiplexer
Physical Infrastructure
Wifi WiMAX Ethernet
Switch
() A =

Fig. 1. Openflow Architecture.
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Currently, the radio access network uses distributed
algorithms to manage the limited spectrums and transmit
Handover. While the decision in a little environment with few
base stations could be simple to make, it would be harder to
quickly pick the best candidate for deployment ladders. To
manage growing mobile base station traffic, this research
proposes that Software Defined Wireless Network (SDWN)
[18] is a centralized system for software-defined radio access
networks, to effectively perform transfers and allocate
spectrum resources as well as to set spectrum values.

In this articlee, we propose a decision algorithm for a
heterogeneous vertical Handover between WiFi access points
and a WiMAX network capitalize. The inputs to the algorithm
are WiFi RSS, bit rates, jitter, and estimated TCP end-to-end
delay.

WiFi provides broadband connectivity for local area
networks, while the WiMAX network provides broadband
coverage in the metropolitan area with guaranteed quality of
service. WiFi access points typically offer free access to good-
track users, while WiMAX overlay networks offer paid access
to users. It is therefore necessary to provide WiFi connectivity
for as long as possible and to allow a roaming mobile device
to switch over to a WiMAX accumulate network only when
WiFi services are out of range or when its quality of service
becomes unacceptable, which it means that WiMAX coverage
is supposed to be always available and that the mobile
terminal has to switch between WiFi depending on the
availability of WiFi access points.

IV. CONTRIBUTION

The following algorithm (Figure 2) shows the calculation
steps implemented when approaching a mobile terminal, and
when moving away from a WiFi access point, in both cases,
the flow samples WiFi feeds are measured at regular time
intervals and a moving average value Media RSS (MRSS)
[19] is calculated for each RSS sample at the SDN controller
level.

Considering first the case where the mobile terminal
approaches the WiFi access point, if the calculated value of
the MRSS is less than or equal to the sensitivity of the
receiver, it means that the mobile terminal has already left the
WiFi reception area. In this case, the WiFi Handover to
WiMAX is immediately launched and centralized by the SDN
controller. On the other hand, the MRSS value exceeds the
property of the receiver, the position and the current speed of
the mobile are calculated. These two values make it possible
to determine the remaining time before the mobile terminal
crosses the WiFi reception boundary. If this time exceeds the
specified end-to-end TCP handshake delay, a prerelease
routine is initiated by the SDN controller to ensure transparent
Handover to the WiMAX network. This Handover pre-break
routine has been adopted to ensure that Internet connectivity is
maintained throughout the Handover process.

Considering thereafter, the case where the mobile terminal
moves away from the WiFi access point. If the calculated
value of the MRSS is greater than or equal to the sensitivity of
the receiver, it means that the mobile terminal is already in the
WiFi reception area. In this case, the WiFi WiMAX Handover
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is immediately launched. If, on the other hand, the MRSS
value is lower than the sensitivity of the receiver, the current
position and speed of the mobile are calculated. These two
values make it possible to determine the remaining time
before the mobile terminal enters the WiFi reception area. If
this time exceeds the specified end-to-end TCP transfer
latency, the transfer routine before the WiFi network cutoff is
initiated. This routine makes it possible to provide
connectivity to the Internet via the WiFi network as soon as
the mobile terminal reaches the limit of its reception area. This
ensures that the mobile terminal maximizes connectivity via
the WiFi network.

' WiFi '—X—‘ WINAK "
: l
Measure R3S MMeasurs RSS
Compute Compute
MRS5S MRSS
Yes es
MRSS<Rn ? MPRES3Rn
No Ne
Compute time to Compute timeto
reach WiFi reception reach WiFi
area boundary [T5) receptionarea
boundary (T5)
No
No T5TTP_bteq? TseTTee _tecp

[nitiate Initiate
Make-before-break Make-before-break
handover to WilMAX handaover to WiFi

Fig. 2. The Flowchart of the Proposed Vertical Handover Algorithm.
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V. DIFFERENCE BETWEEN WIMAX AND WIFI

The following table presents a difference between WiFi
technology and WiMAX.

TABLE I. DIFFERENCE BETWEEN WIMAX AND WIFI
Parameter WiFi (802.11n) WiMAX(802.16e)
Method of access OFDM OFDMA

2.3-2.4,2.496-
Frequency band 2.4 0r5GHZ 2.69, 3,3-3.8
GHZ
Max Throughput
. . 540 Mbps 75 Mbps 25 Mbps
Downlink Uplink
Cellule coverage 400m 2-7Km
Cellule capacity 32 100-200
Supported 4Km/h 120Km/h
mobility
Service cost Low High
Energy Medium High
consumption
Security Medium High
Quality of service Yes Yes

VI. WIRELESS CONNECTION MODES
Two modes exist

The infrastructure mode is the most common. The
machines communicate via an access point that it is only a
kind of WiFi HUB.

The Ad Hoc[20] mode is more particular, since it makes it
possible to dispense with the access point. Security
possibilities in this mode are, however, almost non-existent.
This mode should be avoided.

VII.METHODS AND IMPLEMENTATION OF WIMAX AND
WIFI USING SDN

The transparent Handover algorithm has been evaluated
both in the case where a mobile terminal approach one WiFi
access point to another. In each case, simulations were
performed for typical speeds that the mobile terminal could
encounter. The typical handover latency between WiFi and
WIMAX for an end-to-end TCP connection varies from 450
ms to 1 second.

The distance from the WiFi reception limit at which the
transfer process started has been recorded for transfer delays
ranging from 10 ms to 1000 ms, this distance was the
minimum distance, determined by our algorithm, for the
Handover to be done transparently. The maximum reception
distance of the WiFi access point is obtained using the path
loss equation (1)

PlossdB =
20log10 (4m /L) + 10p logl0d 1)

Where PlossdB is the signal loss in dB between the
transmitter and the receiver;
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A is the wavelength of the WiFi signal
p is a path loss constant
d is the distance between the transmitter and the receiver.

The maximum reception distance for WiFi reception
occurs when the path loss calculated by equation (1) above is
equal to the difference between transmit power and receiver
sensitivity. This algorithm uses a WiFi transmission power of
+ 17 dBm, an outside path loss factor of 2 and a receiver
sensitivity of -76 dBm. Substituting these values in Equation
(1) gives a maximum receiving distance of 994 meters.

This work consists of two vertical Handover scenarios
between WiFi and WiMAX with and without SDN including

Scenario 1(Table 2, 3, 4): Vertical handover between WiFi
and WiMAX without SDN: 3 AP, 7 WiFi Clients, 7 WiMAX
Clients, and 3 BS. (Figure 3)

Scenario 2 (Table 2, 3, 4) Vertical handover between WiFi
and WiMAX with SDN: 3 APs, 7 WiFi Clients, 7 WiMAX
Clients, and 3 BS. (Figure 4)

The trajectory is defined as follows:

For the WiMAX scenario, the mobility speed is set at 20
km / hour;

Two meters per second in a WiFi network;

The WiFi 802.11b standard with a bandwidth of 2Mb was
used to reach a theoretical coverage area of 400 meters.

The simulation parameters used in WiFi scenarios are
listed in the table below:

TABLE Il BASE STATION PARAMETERS
Parameter Value
Antenna Gain 15 dBi
Number of transmitters SISO
Maximal transmission power 500 mW
PHY profile OFDM
Maximal power density -60 dBm
Minimal power density -110 dBm
The resource retention time 200 msec

TABLE Ill.  ACCESS POINT SETTINGS
Parameter Value
PHY mode Direct Sequence
Throughput 2 Mbps
Transmission power 0,005 W
Beacon interval 0,02 Secs
Buffer size 256 Kilobits
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TABLE IV.  APPLICATION SETTINGS

Parameter Value
Traffic VOIP
Codec G729A
Voice frames per packet 1
. . Continuously and infinite (from
Traffic generation the start to end of the simulation)

Ho e

4
Host? | 'f >
{ § ‘ A
§ Hosd § L] g
Hosts Hotl2 Hostll Hostl4

Verticel Handover

Fig. 3. Vertical and Horizontal Handover without SDN.
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Fig. 4. Vertical and Horizontal Handover with SDN.
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In order to take into account the mobility of users, the
standard implements a Handover procedure that can be used in
the following cases:

When the mobile station MS (Mobile Station) can be taken
into account with a better signal quality by another base
station  (terminal ~movement, signal attenuation or
interference).

When the mobile terminal can be taken into account with a
better QoS by another base station (Load balancing [21],
admission control, or QoS expectations).

VIIl. IMPROVEMENT IN HANDOVER

Reducing the duration of a Handover is one of the goals.
This can be done by developing a Handover protocol.
Researchers are interested in reducing the duration of
Handover by offering a cooperative Handover to prematurely
prepare the Handover with the target network. The researchers
are looking for a seamless vertical handover. For this, they
present a new concept called "Takeover”. This is to allow a
neighbouring node in the recovery area to process requests
from a mobile node that it wants to make a Handover before it
can implement it. This is called Cooperative Handover as the
nodes help each other with the Handover. This reduces the
Handover time: Pre-authentication and preregistration time
(Using a mobile IP registration procedure). In addition, a
protocol for the Takeover has been developed and applied.
Handover's decision is based on the signal quality of the two
base stations. On the other hand, the proposed system requires
more signalling and also more processing by the neighbouring
node. This finally requires operation in mesh mode (Direct
communication between terminals).

IX. MOBILITY MANAGEMENT

In fixed broadband access, WiMAX distinguishes four
types of mobility related to the circumstances of use:

Nomad: In this case, a fixed place is assigned to the user
for the use of the services. In order to connect to a different
location, the user must make a break or disconnect [22];

Portable: Using nomadic access with a portable device,
portability is ensured for the user at the cost of the Handover
[23];

Simple mobility: Almost uninterrupted Handovers are
made with users who can reach a speed of 60 km / h in very
short time intervals [24];

Full mobility: The user can move up to a speed of 120 km
/h [25].

The Handover is the mechanism that ensures the continuity
of the connection of a subscriber’s station during its
movement of the coverage area from one base station to
another.

X. HANDOVER PROCESS
The Handover process can be carried out in three phases:

Transfer Information Collection: Also known as System
Discovery, the information required to identify the need
transfer is collected. In this phase, information from all
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neighbouring networks is collected, and they can also be
called the system discovery phase.

Transfer decision: This process finds the appropriate
candidate network to which the mobile terminal "MT" can be
transferred according to certain decision algorithms.

Transfer execution: Finally, the signalling exchange for the
establishment of the new communication path was carried out
with the rerouting of data via this path.

Network Selection: The Horizontal Transfer Decision
Algorithm includes the strength of the received RSS signal.
For the Vertical transfer decision, many criteria can be taken
into account, such as: Cost of service, power consumption,
mobile device speed, and user preference.

XIl. RESULTS AND DISCUSSION

The following figure (5) shows that WiMAX does not
require more delay, compared to WiFi, for WiFi to WiMAX
transfer or vice versa, compared to WiFi, this is quite logical
because the WiMAX network was designed primarily to
connect a very large number of users with a high bandwidth
with a minimum of time.

Figures 6 illustrates the network delay of WiFi and
WIMAX scenarios using SDN In WiIMAX, and WiFi, they
represent the end-to-end delay of all packets received by
WIMAX or WiFi MACs, all nodes of the network, and they
transmit to the upper layer.

MN can discover a suitable WiFi network via a request-
response

Transfer to WiFi based on a number of factors such as the
quality of service, power, cost, etc. If this discovery is
successful, the mobile initiates the transfer procedures.

After transferring to WiFi, the MN can choose to set the
WiMAX radio to sleep mode. This allows the MN to quickly
return to WiMAX in case of WiFi, the coverage is abruptly
degraded. Figure 7 shows the process of transfer between
WiMAX and WiFi.

WMAX WiFi

ControllerSDN
Access Arses

MN
Establish WiMAX access

* L

Informittion
Server liscovery

MIH Information request

8 Response generalion

MIH Information response

Handoff decision

WIMAX WiFi Handoff

=

Fig. 5. Handover from WiMAX to WiFi using SDN Controller.
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Fig. 6. Handover from WiFi to WiMAX using SDN Controller.
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Fig. 7. Multi-Criterion Handover Decision Algorithm.

A. Delay between Wi-Fi and WiMAX Networks with and
without SDN

Figure 8 illustrates the network delay by WiFi and
WIMAX scenarios with and without SDN using
OMNeT++4.6, In WIMAX, and WiFi, they represent the end-
to-end delay of all packets received by WiIMAX or WiFi
MACs of all nodes of the network, and they transmit to the
upper layer.

According to the following figure, we observe that
WiIMAX does not require more delay, compared to WiFi to
make the transfer from WiMAX to WiMAX or vice versa,
compared to WiFi, This is quite logical because the WiMAX
network has been designed primarily to connect a very large
number of users with high bandwidth with a minimum of
time.
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C. Jitter between WiFi and WiMAX Networks with and
without SDN

The results in Figure 10 shows that the jitter presented by
WiFi and WIMAX scenarios with SDN is low compared to
without SDN which requires more jitters using OMNeT++4.6,
which justifies the impact of the addition of SDN is important.

XI11.CONCLUSION

This article presents performance improvement and
evaluation of vertical handover between the WIFI and
WIMAX by the implementation of a new algorithm at the
level of the SDN controller which allows the handover
decision by RSS, bit rate, jitter, and estimated delay using
OMNeT++4.6. This algorithm is better placed to anticipate
and initiate the transfer before it is required. This would
include identifying and configuring wireless and TCP/ IP
connections to the next access point before the actual
handshake process.

WIMAX is intended to connect a large number of clients,
that’s why we find its speed is higher or without SDN and
more scalable with the implementation the SDN. As a results
(Figure 9), WiMAX remains the most scalable compared to
WiFi network with and without SDN.

KsmubtionTingsec|

Smsinings)

Fig. 9. Throughout between WiFi and WiMAX Networks with and without
SDN.
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Fig. 10. Jitter between WiFi and WiMAX Networks with and without SDN.
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Abstract—Faces in an image consists of complex structures in
object detection. The components of a face, which includes the
eyes, nose and mouth of a person differs from that of ordinary
objects, thus making face detecting a complex process. Some of
the challenges encounter posed in face detection of unconstrained
images includes background variation, pose variation, facial
expression, occlusion and noise. Current research of Viola-Jones
(V-J) face detection is limited to only 45 degrees in-plane
rotation. This paper proposes only one technique for the V-J
detection face in unconstrained images, which V-J face detection
with invariant rotation. The technique begins by rotating the
given image file with each step 30 degrees until 360 degrees. Each
step of adding 30 degrees from origin, V-J face detection is
applied, which covers more angles of a rotated face in
unconstrained images. Robust detection in rotation invariant
used in the above techniques will aid in the detecting of rotated
faces in images. The images that have been utilized for testing
and evaluation in this paper are from CMU dataset with 12
rotations on each image. Therefore, there are 12 test patterns
generated. These images have been measured through the correct
detection rate, true positive and false positive. This paper shows
that the proposed V-J face detection technique in unconstrained
images have the ability to detect rotated faces with high accuracy
in correct detection rate. To summarize, V-J face detection in
unconstrained images with proposed variation of rotation is the
method utilized in this paper. This proposed enhancement
improves the current V-J face detection method and further
increase the accuracy of face detection in unconstrained images.

Keywords—Face detection; V-J face detection; unconstrained
images; bicubic interpolation; SIFT

. INTRODUCTION

There are mainly two methods that can be utilized for face
detection. It is either a feature-based method or image-based
method [1]. In this paper, feature based method is selected for
face detection. Feature based method include skin colour, facial
features and blob features. The advantages of the feature-based
method are due to its rotation independence, scale
independence, and quick execution time compare to image-
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based method [2]. Face detection is widely used in a multitude
of preliminary applications. Face detection is utilized to locate
a face or faces in an image. Face recognition, on the other
hand, is utilized to find out who the person in the image is after
face detection has been performed. Therefore, the preliminary
accuracy of face detection is crucial to support face
recognition. It is similar to the application of CCTV
surveillance with built-in face recognition for the security
purposes. Improving face detection for CCTV surveillance
cameras will ensure that the faces of people can be easily
identified compared to modern CCTV footage that produces
blurry images. Modern cameras come with built-in functions to
auto-focus on the face region. By being able to detect the face
accurately, only then can unwanted red-eye effects be
corrected. Another utilization of face detection can be seen in
marketing methods in order to gather information on the types
of customers that frequently pass by certain areas. The
proposed V-J face detection method allows the detection of the
faces of customers in different angles on the same plane. By
utilizing customer classification, businesses can predict what
type of customers is interested in certain product for
advertisement purposes.

Il.  RELATED WORK

According to [3], there are four categories under face
detection methods. They are the feature invariant approach,
knowledge-based method, template-based method and
appearance-based method.

Knowledge based method is known as the Rule based
method. This method translates human knowledge of face
features into a set of rules. These rules include the relationship
of facial features. For instance, the intensity of the eye is darker
than the forehead of face. Another example of frontal face in
images is often with 2 symmetrical eyes, a nose and a mouth.
The features then are represented as the distance and positions.
The limitation of Rule based method is that it may lead to high
false positive if it is too general whereas false negative may
increase if it is too detailed. Hierarchical knowledge based is
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introduced to overcome the problems. However, it has the
limited solution to find multiple faces in a complex image with
the solution alone.

In contrast to knowledge based, feature invariant method
aims to find structures of face features regardless of lighting
conditions, different scaling and angles in complex images.
Numerous feature invariants have been proposed such as
human skin color, blob detection and moment to detect face
features which then moves forward to classify face region.
Merits of face detection based on human skin colour have a
faster execution time in face detection despite different scaling
and angles. Usually, it is utilized in preliminary process for
dimension reduction to improve the speed detection. There are
several types of colour space. Usually, there are 6 colour
spaces for skin colour face detection. Face detection that based
on colour space are YCbCr, RGB, HSI, nRG, HSV, and CIE.
However, skin colour based method has skin colour-like
background challenge. The author in [4] proposed to use skin
colour with edges. YCbCr colour space was selected and
classified skin or non-skin types by using Gaussian Mixture
Model. Sobel edge detection was utilized after binary process.
At least 3 ‘holes’ was created with Euler formula if a face has
been detected. However, the researcher found out that fault
detection was due to over-bounding if other regions are similar
to skin colour. In order to resolve the challenge, skin modeling
coefficient matrix technique and improved Gaussian
distribution are proposed. The author in [5] explicit defined
algorithm is chosen for the development due to simplicity and
speed performance. Skin modeling coefficient matrix is used
for segmentation process skin pixels or non-skin pixels. The
Robert edge detection method was performed before post-
processing. Connected component analysis is performed after
post-processing. Finally, 2 conditions of aspect ratio must be
fulfilled to classify face or non-face. The author in [6]
proposed to use skin-colour model (RGB colour space), facial
features (labial feature and holes feature) and improved
Gaussian distribution model to detect multiple faces with good
performance and remove skin colour-like background. Another
challenge of skin colour is to resolve illumination problem.
The author in [7] proposed to use the skin colour (HSV) in
different range for indoor and outdoor environment. Erosion
method was used to remove small non-face objects after it was
converted to binary black and white. Active snake contour
method was selected to detect maximum contour area.
However, the researcher suggests changing to automatic
threshold for better detection rate especially outdoor
environment if the illumination is too bright. Noise challenge is
further removed. The author in [4] proposed low pass filter was
used to eliminate noises. Threshold value was determined via
average sum of median and maximum values column scanning.
Blob is also considered as an interest point in face detection. It
has been widely used for face detection. For instance, for the
blobs are Haar features, corner detection, Laplacian of
Gaussian, Difference of Gaussian and component labeling.
Later, the blobs are further analyzed by extracting the
information of shapes of objects that are present in the image.
This technique is also referring to image segmentation. Result
of feature extraction is to identify the number of different
objects, region information and other salient features. At an
early stage, [8] was one of the first corner detection being
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carried out for interest point. It was improved by [9] to remove
the noise. The author in [9] applied Gaussian to autocorrelation
matrix for corner detection. However, it is limited to scaling
invariant. The author in [10] proposed SIFT to overcome the
scaling variant problem. It was dependent on the sigma or
standard deviation. The author in [11] showed that the
Laplacian response is decayed when the standard deviation or
scale getting bigger. Superposition of two ripples results in the
maximum response becoming blob-like. To keep the Laplacian
response the same across the scale, second order of Gaussian
must multiply by o”2. In [10], the author proposed to use
Difference of Gaussian (DoG), which is approximate for LoG.
Optimization is improved by using DoG. Corner detection
results in rotation invariant but not in scale variant [9]. Scale
space theory was introduced and there are two important steps.
These two steps are known as i) feature detection and ii)
finding maxima and minima extrema. The author in [11]
introduced automatic scale selection. There are many blob
detections based on LoG or DoG in scale space. For instance,
Determinant of Hessian (DoH), SIFT [10], Harris Laplacian
[12], Hessian Laplacian [11], and Harris Affine Region [13].
The author in [14] proposed in-plane angle estimation for face
images from multi-poses by applying SIFT to 2 reference
points, which are midpoint of eyes and nose. The appearance
descriptors consist of SIFT descriptors such as location, scale
and orientation of reference points. 2 hypotheses were used to
determine face or non-face via Bayesian classifier. The
proposed result outperformed in terms of low false face
detection rate, low in-plane rotation error and speed
performance. The author in [15] proposed an improved Haar-
like feature so called Haar Contrast Feature, which efficiently
for object detection under various illuminations with the Haar
Wavelet based. The LoG can be represented by Haar Wavelet
which proposed by [16]. Computation of Haar Wavelet can be
done by utilizing integral imaging method. This method has
speed up the process. The author in [17] proposed
heterogeneous feature descriptors and feature selection for
efficient and accurate face detection. To address the issue of
distinctive representation for face patterns, the researcher
proposed complementary feature descriptors Generalized Haar-
like descriptor, Multi-Block Local Binary Patterns descriptor
and Speeded-Up Robust Features (SURF) descriptor. Particle
Swarm Optimization (PSO) algorithm was integrated into the
Adaboost framework as feature selection and classifier
learning. A three-stage hierarchical classifier structure and
nonlinear support vector machine (SVM) classifier were used
to rapidly remove non-face patterns. The experiment was tested
on CMU+MIT data set. The proposed solution also worked
well for faces with Yaw rotation between +£22.5°. The results
show robustness and efficiency of the proposed solution with
other state-of-the-art algorithms. The author in [18] proposed
to use normalized RGB colour space to determine skin. Blob
detection (Connected Component) was used later. The
researcher [19] made a time consumption and accuracy
comparative study of SIFT and its variants such as GSIFT,
PCA-SIFT, SURF, ASIFT, and CSFIT in 4 situations. The
results showed that, in scale and rotation situations, SIFT and
CSIFT performed better compared to other variants. In affine
image, ASIFT performed better compared to others. SURF
gain the fastest speed performance compared to others. In blur
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or illumination image, GSIFT performed better compared to
others.

There are two techniques of face detection based on
template matching. Template image includes either the face as
a whole or face features separately. The stored predefined face
features with eye, mouth, and nose are known as deformable
template matching. It is then the stored predefined face features
are correlated with the input face. For instance, template is
matched with the input image through slide windows.
However, it is limited to achieve better result with the variant
of scale and pose. Deformable template is introduced to
overcome the problems. In [20] enhanced the winner-update
algorithm (WUA) with winner-update and integral image
(wul) for fast and full search algorithm. These algorithms
were used for reducing the computational complexity. By
exploiting the integral image, the method gained the speed
performance. The author in [21] adopted template matching
method for design pattern detection. This method was not only
utilized to detect exact pattern, but on variation of patterns as
well, based on normalized cross correlation.

Appearance based method is similar to template matching
but learning from a set of stored example face images. This
method depends on statistical analysis and machine learning.
For instance, statistical analysis based on probability to
determine a face or not. There are a lot of machine learning in
this method such as logistic regression, discrimination analysis
and other binary classification. Based on appearance method,
statistical analysis is also known as feature representation.
Example of feature representation methods are Haar feature,
skin colour and shape. Usually machine learning used in face
detection is mainly for feature selection. Most feature selection
methods are based on machine learning such as Adaboost,
neural-network and SVM. Pattern classification is a method to
classify pattern vectors into several classes. It is often referred
to machine learning in artificial intelligence field. The methods
could be classified into supervised learning, unsupervised
learning, reinforcement learning, evolutionary learning, and
ensemble learning. Supervised learning is usually having past
historical data and class of the subset of the data. Unsupervised
learning is same as supervised learning but without knowing
the class of the subset of the data. One of the famous
ensembles learning method is Adaboost. It was utilized for the
face detection classification. The method that helped to
improve the training time during performing Adaboost is the
Cascaded method. Most recent research is focusing on machine
learning. They are multilayer Neural Network, Support Vector
Machine, Adaboost, Hybrid Adaboost and Support Vector
Machine, Model Based, Discriminant Analysis method and
Deep Learning.

A recent progress of face detection is rotation invariant, fast
speed detection, quality of the image which includes
illumination, noise and blur. According to knowledge-based
method, [22-23] proposed morphological technique to detect
face. It is limited to accuracy of edge detection and multi face.
The authors in [24-27] focus on deep convolutional Neural
Network. However, appearance based requires more data to do
the training and it is time consuming. The authors in [28-34]
focus on V-J face detection. Survey study [35] on several
techniques regarding the extraction and learning algorithms
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including Local Binary Pattern (LBP), Adaboost algorithm,
SNOW classifier, SMQT features and Neural Network-Based
face detection. It shows that VV-J face detection is faster and
accurate for frontal face detection.

Related works of V-J face detection. The author in [36]
proposed real-time face detection. The author further proposed
pose estimation during the Haar features training which covers
(£15°), 30° covers (15° - 45°), 60° covers (45° - 75°), 90°
covers (75° - 105°) until 360° with 12 detectors. However,
training on rotation of Haar features require longer training
time. Viola et al., 2004 continued to propose more robust real-
time face detection but limited to +15° only. The author in [37]
proposed rotate input sub-windows with £30° which could
cover up to £45° from 0°. The author in [14] proposed feature
transform which covers £10° only. Based on the previous
authors, most of them focused on mainly speed and only a
minor contribution to accuracy. Many of them are based on
training method. In 2004, Viola and Jones [38] took about 2
weeks to complete the training, which was only limited to £15°
in-plane rotation. This thesis extends the rotation method from
Li and Yang [37] which covers 360°. The method gained
significantly better accuracy on in-plane rotation with low false
positive without a longer training required.

Studies in [24-25, 39-41] tested the face detection from
Face Detection Dataset and Benchmark (FDDB). It contains
more than 5000 unconstrained faces such as large appearance
variation in pose, occlusion, expression, illumination, and
imaging conditions. Study [24] did the training dataset from
Feret, PIE database which contains face with different poses,
frontal, left/right half profile, and 0 till 30 degree in-plane
rotations. Study [42] tested face detection from Feret database.
Study [22] tested FEI database contains facial images including
facial expressions, occlusion, lighting conditions, and
background complexities. Studies [23, 40, 43] tested on IMM
frontal face database contains variance of lighting conditions
which was recorded in 2005 by Fagertun and Stegman at
Technical University of Denmark. Study [23] tested face
detection from FEI database. Studies [24, 44, 46] tested BiolD
database which consists of 1521 grey images with 384x286
pixels dimensions. Studies [4, 40, 32] tested Bao database that
contains family images. Study [32] tested LFW database.
Study [40, 43] tested Caltech database. Study [47] tested with
XM2VTS contains occlusion faces. Study [5, 14, 44, 45, 48]
tested and training from MIT+CMU database. Studies [14, 40]
evaluated the testing from CMU dataset which contains total
50 face images with in-plane rotation and some with multiple
faces. Study [14] tested with good quality images where some
with poor quality of images were removed, left 40 images and
65 faces.

I1l.  PROPOSED V-J FACE DETECTION IN UNCONSTRAINED
IMAGES

This paper follows pattern recognition methodology by
[49], which refer to the Figure 1. According to [49], there are 2
ways to do the recognition, either classification phase or
training phase. Training phase can be incorporated into
classification method. The included experiment has been based
on our previous publication in [50].
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Fig. 1. Pattern Recognition Methodology

The methodology starts with pre-processing the enhanced
in-plane rotation image file so that faces in different angles
could be detected. Then, the evaluation of V-J face detection is
evaluated in established databases to proof it is more accurate
in V-J face detection in unconstrained images. There is only
one main part research design of V-J face detection in
unconstrained images in this thesis. It involves the enhanced
rotation in V-J face detection only. The data type utilized in
this paper is grey colour images. The rotated face images are
from established database CMU. CMU consists of grey colour
with 50 rotated face images only. The CMU images have
different size of image files with grey format. Study [37]
utilized 50 CMU input images as image dataset. The enhanced
rotation of V-J face detection consists of two parts 1) Rotation
process, 2) Face detection process.

A. Rotation Process

The parameter of 0 is represented as radian of the rotation.
A negative angle represents clockwise rotation whereas
positive value represents anticlockwise rotation. The
enhancement of V-J face detection is carried out with rotated
30°, 60°, 90°, 120°, 150°, 180°, 210°, 240°, 270°, 300°, 330°
and 0°. In mathematics, rotation [51] is formulated as (1).

1. _ (cosB —sinf T
y1= (5, on) [yl (1)
B. Face Detection Process Units

Equation (2) shows the grey colour conversion.

grayColour = (R+ G+ B)/3 (2)

In Viola Jones’s face detection, Figure 2 shows Haar
features are represented in two-rectangle features, three-
rectangle features and four-rectangle features. The value of the
rectangle feature is the sum of difference between black region
and white region.

Vol. 9, No. 12, 2018
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Fig. 2. Haar Features

In order to speed up computation of rectangle-feature,
Viola Jones proposed integral image. There are four regions
(Figure 4) represent A, B, C, and D. To compute D region, D=
(X4,Y4)+(X1,Y1)-(X2,Y2)-(X3,Y3). Figure 3 shows integral
images calculation.

A E
(oY1) | (Y2
L J »
C D
(X5 ¥3) | (HeYo)
L] [ ]

Fig. 3. Integral Image Calculation
Equation (3) shows variance normalization
o2 = M2 — =¥ X2 3
Where o is the standard deviation,
M is the mean,
N is the region size and

X is the pixel value within the region.

Adaboost is the machine learning algorithm. It will form a
strong classifier. The Adaboost performed the feature selection
for Haar features in face detection. Figure 4 shows sample of
rotation from CMU.

No | Angles Samples
(a) 0°

30°
(b)

Fig. 4. Sample of Rotation
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Figure 5 shows
unconstrained images.

proposed V-J face detection in

Rotation process

Face detection

Draw face region

Fig. 5. Proposed V-J Face Detection In Unconstrained Images

IV. CONCLUSION

The proposed V-J face detection in unconstrained images
method has several better achievements to meet the objectives.
The accuracy performance by rotating image file with 30° each
step within 360° before performing V-J face detection which
meets the pattern recognition methodology. V-J face detection
provides standard couple of solution with rotation. The
accuracy performance is increased by providing flexibility and
prior knowledge to any face detection as pre-processing. The
proposed V-J face detection in unconstrained images is
significant better accuracy than previous method, which are
demonstrated the results by the number of unconstrained
images. For future works, the interpolation can be combined
with rotated face to enhance the rotation accuracy. Besides
that, the SIFT can be combined with convolutional neural
network to find the eye region for accuracy of face detection.
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Abstract—Internet of Things (IoT) is considered a huge
enhancement in the field of information technology. 10T is the
integration of physical devices which are embedded with
electronics, software, sensors, and connectivity that allow them to
interact and exchange data. 10T is still in its beginning so it faces
a lot of obstacles ranging from data management to security
concerns. Regarding data management, sensors generate huge
amounts of data that need to be handled efficiently to have
successful employment of loT applications. Detection of data
anomalies is a great challenge that faces the 10T environment
because, the notion of anomaly in 10T is domain dependent. Also,
the 10T environment is susceptible to a high noise rate. Actually,
there are two main sources of anomalies, namely: an event and
noise. An event refers to a certain incident which occurred at a
specific time, whereas noise denotes an error. Both event and
noise are considered anomalies as they deviate from the
remaining data points, but actually they have two different
interpretations. To the best of our knowledge, no research exists
addressing the question of how to differentiate between an event
and noise in loT. As a result, in this paper, an algorithm is
proposed to differentiate between an event and noise in the loT
environment. At first, anomalies are detected using exponential
moving average technique, then the proposed algorithm is
applied to differentiate between an event and noise. The
algorithm uses the sensors’ values and correlation existence
between sensors to detect whether the anomaly is an event or
noise. Moreover, the algorithm was applied on a real traffic
dataset of size 5000 records to evaluate its effectiveness and the
experiments showed promising results.

Keywords—Anomaly detection; event; 10T; noise

I.  INTRODUCTION

Internet of Things (loT) is the consolidation of physical
objects that are coupled with electronics, software, sensors,
and network connectivity, which permit them to capture and
transfer data [1]. In IoT, a thing denotes a physical object that
contains sensors to interact with the real world through a
network to attain specific functions. Things can comprise
smart phones, tablets, washing machines, refrigerators, etc.
loT is a network system which connects different
communication devices with the internet to establish rapid,
reliable, and real time information interchange that assists in
intelligent management [2]. The objects capture data about the
surrounding environment to monitor certain phenomena such
as temperature and humidity. Consequently, objects can be
tracked remotely allowing for the communication between the
physical and virtual worlds.

The popularity of the 10T notion relies mainly on current
technologies: internet, mobile technologies, cloud computing,
communication protocols, and embedded sensors to capture
the data [3]. In 10T, data is generated by things, so real world
objects are considered the core components of the loT
paradigm. Every object has a distinctive identity and can
access the network to integrate between both the physical and
digital worlds to provide enhanced services to people. 10T can
provide device to device, device to people and device to
environment information transfer through the integration of
information space and physical space [4], [5].

10T architecture is composed of three levels as shown in

Fig. 1.
-~ i
Application Layer ;’,’ : !
Y hy 'ﬁ'l

Network Layer

Perception Layer A_i
Fig. 1. 10T Architecture (Adapted From [6]).

The topmost layer is the application layer which represents
the application service support system. The intermediate layer
is the network layer which contains the communication
network infrastructure. The bottom layer is the perception
layer which comprises the sensor based devices and
environmental objects. The captured data from this layer is
transferred to the network layer for further processing and
analysis [6], [7].

10T applications generate enormous amounts of data which
are characterized by the 5V model

1) Volume: huge quantities of generated data.

2) Variety: different data types such as structured, semi-
structured, and unstructured data.

3) Velocity: immense speed of data production and
processing.

4) Veracity: accuracy and trustiness of the generated data.

5) Value: benefits yield from using the data [8].

10T has numerous applications in different fields such as
healthcare, business, smart homes, etc. IoT applications
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became extensively used in people’s daily lives to make their
lives more comfortable [3]. 10T applications are categorized
into three main areas:

1) Personal: such as smart homes, telemedicine, and
wearables.

2) Social: such as smart grid, smart lighting, and waste
management.

3) Business: such as smart farming and smart retail [1],

2.

loT faces a lot of challenges varying from data
management to security threats. Regarding data management,
sensors generate enormous amounts of data with various
formats so data fusion techniques are required to combine the
data. In addition, the 10T environment is vulnerable to a high
noise rate since it mainly relies on sensors which possibly be
of low power and poor quality [8]. 10T is still in its infancy so
it faces a lot of difficulties to have successful employment of
different applications. One great challenge is the detection of
data anomalies emerging from sensors’ data.

Il. MOTIVATION

Sensors generate enormous amounts of data that need to be
handled efficiently. 10T applications mainly depend on data
generated from these sensors, as a result, anomalies can
substantially minimize the effectiveness of 10T applications
and consequently may lead to inaccurate decisions. Anomaly
detection is beneficial because anomalies are doubtful of not
being generated by the same methods as the other data points.

The discovery of data anomalies in 10T is a sophisticated
task because it is difficult to determine the normal pattern of
data as data in the I0T environment is domain dependent [8].
Moreover, multiple sensors continuously generate data to
monitor a certain phenomenon so the generated data have
various formats.

Actually there are two main causes of data anomalies,
namely: an event and noise. An event refers to a specific
incident which took place at a certain time interval, whereas
noise is just an error, usually because of: poor quality sensors,
environmental effects or communication problems. Both event
and noise are considered anomalies in terms of having a great
deviation from normal data points, but actually they have two
different interpretations.

Event detection in loT is essential since late discovery of
certain events such as a fire can cause huge problems. On the
other hand, a noise is just considered an error resulting from
Sensors.

To the best of our knowledge, no work exists answering
the question of how to differentiate between an event and
noise in 10T. As result, an approach is needed to differentiate
between an event and noise since both are considered
abnormal points, i.e anomalies so, in this paper, an algorithm
is proposed to differentiate between an event and noise. The
main contributions are

1) Proposing a novel algorithm for differentiating between
an event and noise based on both sensors’ values and
correlation existence between sensors in the 10T environment.

Vol. 9, No. 12, 2018

2) Utilizing the factor of correlation existence between the
sensors.

3) Applying the proposed algorithm on a real dataset to
evaluate its effectiveness.

The rest of the paper is organized as follows: Section 3
presents the literature work of anomaly detection in IoT.
Section 4 presents the categories of anomalies. Section 5
presents the proposed algorithm and experiments. Section 6
presents the conclusion and future work.

I1l. RELATED WORK

Since the 10T paradigm is still in its beginning, little work
investigated the detection of anomalies in this new
environment. In [9], the paper presented an approach for
detecting data anomalies through utilizing expert knowledge.
The proposed approach made use of the possible expected
attacks for discovering anomalies through a set of predefined
constraints on the data. In [10], a real world simulation
prototype was proposed that used 10T smart objects to detect
behavioral based anomalies across a simulated smart home.
The proposed technique used immunity inspired algorithms to
discriminate between normal and abnormal behavioral
patterns.

In [11], an unsupervised anomaly detection approach using
light switches was presented. The proposed algorithm used a
statistical based algorithm using expectation maximization to
construct the mixture models. In the proposed technique, an
anomaly was correlated with a probability. In [12], a
correlation based anomaly algorithm was presented as a
predictive maintenance method for compact electric
generators. Correlations between sensors were determined by
using statistical analysis. Anomalies were detected through
analyzing sensors’ data and correlation coefficients between
Sensors.

In [13], a new notion of urban heartheat which was
constructed from sensors’ data in the surrounding environment
was proposed. Urban Heartbeat collected the contextual
information about patterns which occur regularly in the
environment. Techniques were developed to find couplings
between sensors. Next, quasi periodic patterns were
determined from the data. After that, unexpected events which
deviate significantly from the normal behavior were
discovered.

In [14], air pollution elements were used to discover the
unhealthy or anomalous locations in a smart environment.
Anomalies were discovered through examining the air quality
index, which is a numerical measure used to find out the
anomalous locations which goes beyond a specific threshold.
Neural networks, neuro fuzzy method, and support vector
machines for binary and multi class problems were applied to
identify anomalous locations from a pollution database.

IV. CATEGORIES OF ANOMALIES

An anomaly/outlier is a data point that greatly differs from
the remaining data points, as though it was produced by
another approach [15]. There are three main types of
anomalies, described as follows:
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1) Global/Point anomaly: in a certain dataset, a data point
is a global anomaly if it differs substantially from the
remaining data points [15]. Global anomalies are considered
the easiest type of anomalies to discover and most anomaly
detection techniques focus on detecting them.

2) Contextual anomaly: in a particular dataset, a data
point is considered a contextual anomaly if it noticeably
differs in the defined context [16]. Contextual anomalies are
also named as conditional anomalies because they rely on a
specific context. As a result, to discover contextual anomalies,
the context has to be determined as a core component of the
problem definition. In contextual anomaly detection, the
attributes of the data points in consideration are categorized
into two types:

e Contextual attributes: these features determine the
object’s context. Context can refer to a time interval or
location.

e Behavioral attributes: these attributes refer to the
object’s characteristics, and are used to determine
whether a data point is an anomaly in the context
which it exists [15].

3) Collective anomaly: in a certain data set, a subset of
data points creates a collective anomaly if the points as a
whole vary greatly from the whole dataset. The individual data
points may not be anomalies [16].

In this paper, we will focus on detecting global anomalies.

V. PROPOSED APPROACH

In this section, the proposed algorithm along with the
experiments will be presented. The process of differentiating
between an event and noise consists of two main phases:

e The first phase detects the anomalies.

e The second phase decides whether each anomaly is an
event or noise based on the conditions specified in the
proposed algorithm.

The process of differentiating between an event and noise
is depicted in Fig. 2

Fig. 2. Process of Detecting Anomaly’s Type.

At first, a matrix is generated to include the sensors’ data.
Then, the data values are normalized. After that, anomalies are
detected. At last, the anomaly is either defined as an event or
noise. The exact steps of the algorithm will be illustrated in
the following subsections.

A. Anomaly Detection

Sensor’ data are usually time series data so techniques that
fit time series data should be used to detect anomalies. As a
result, in this paper, the technique used for anomaly detection

Vol. 9, No. 12, 2018

is Exponential Moving Average (EMA), also known as an
exponentially — weighted moving average (EWMA).
Exponential moving average is a technique for smoothing time
series data using the exponential window function [17].

In the simple moving average, the previous observations
are weighted equally, whereas in exponential moving average,
exponential functions are used to assign exponentially
decreasing weights over time and the weighting for each older
data point decreases exponentially [18], that’s why EMA is
commonly used in analysis of time series data. The advantage
of EMA is that it keeps little record of previous data since it
focuses on most recent observations, as the most recent data
should be given more weight.

In our proposed approach, EMA analyzed whether the
value of the attribute being investigated in a given timestamp
exceeds a certain threshold. EMA was chosen because it gives
more weight to recent observations rather than older ones, so
this will help in determining the trend of data and
differentiating between an event and noise.

Luminol [19] which is a light weight python library for
time series data analysis, was utilized in the experiments. It
supports anomaly detection using EMA. The anomaly score
was calculated, then the score was compared to a certain
threshold to decide whether the data point is an anomaly or
not.

Usually, it is recommended to set the threshold based on
the statistical principle which states that: to consider a value as
an anomaly, it either exceeds p+3c or goes below p-36 where
p is the mean value and o is the standard deviation of the
attribute under observation [20], so in our experiments, we
used this principle to determine the threshold value.

B. Differentiation between an Event and Noise

The following paragraphs will present the algorithm and
experiments in details.

1) Data preprocessing:- At first, data need to be
preprocessed so min-max normalization was applied on the
dataset. Normalization was done through
sklearn.preprocessing.MinMaxScaler [21], [22]. Scikit-learn
(sklearn) [23] is a free software machine learning library for
the Python programming language, and MinMaxScaler is a
preprocessing module which scales each value such that it is
in the range between zero and one.

2) Proposed algorithm:- Data from sensors can be
represented by a data matrix produced by every sensor at each
timestamp, denoted as sy, where s; refers to the measured
value of attribute i at a timestamp t, described as follows in (1)

Si1 Siz - S
5, =[5 S22 - Smn O

S31 S3z .. Sap

Where t denotes the timestamp, whereas i refers to the
sensor number and n denotes the number of sensors.

At any given timestamp, a sensor can be correlated with
any other sensor in the surrounding environment. The sensors’
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values can be either positively correlated or negatively
correlated. To determine whether sensors are correlated or not,
a correlation matrix of zeros and ones was constructed to
define the correlation between sensors. The correlation value
was either zero or one, zero refers to absence of correlation,
whereas one refers to presence of correlation (either positively
or negatively) between the sensors.

To know if two attributes are correlated or not, we should
check the correlation matrix. For example, the average speed
and flow of cars in a certain road are negatively correlated
because, when the flow (number) of cars increases at a certain
timestamp, the average speed of cars decreases. The
correlation matrix between these two attributes will be as
follows in (2)

Flow Speed
Flow [0 1
Speed [ ] )
1 0

To use the correlation notion efficiently, only the
functionally correlated sensors should be examined since they
usually measure the same phenomena. As a result, the values
of the functionally correlated sensors can be used in
differentiating between an event and noise.

At first, anomalies should be detected using EMA, then the
proposed algorithm is applied to differentiate between an
event and noise. It detects whether this anomaly is an event or
noise. The proposed algorithm is depicted in Fig. 3.

To better illustrate the algorithm, there are four different
cases

® Sy, Sg-)i and Sg41yi are anomalies.

e s is an anomaly whereas Syi) and Sg.) are not
anomalies.

e s;and Si.qy are anomalies whereas S.q); is not anomaly.

e s; and ;.1 are anomalies whereas S(.q); is not anomaly.

Given an anomaly value at timestamp t
L if s¢¢_1); is anomaly then
2: if sty 1); 1s anomaly then
3: spj +— event
4: else
5: Check sensors’ readings of function-
ally correlated sensors at timestamp (t)
G if Sensors’ readings are anomalies
then
7 s4i +— end of event
8: else
o Sij +— noise
10: else if s :1); is anomaly then
11: Check sensors’ readings of functionally
correlated sensors at timestamp (t+1)
12: if Sensors’ readings are anomalies then
13: Sti +— evendt
14: else
15: St — TMOLSE
16: else
L7 Sti < Noise

Fig. 3. Proposed Algorithm.

Vol. 9, No. 12, 2018

The two main contributions of the proposed algorithm are

1) Utilizing the following timestamp: Most existing
anomaly detection algorithms use previous timestamps to
discover anomalies, whereas the proposed algorithm used the
following timestamp besides the previous timestamp to
differentiate between an event and noise. The idea behind
using the following timestamp is to wait for more time so that
more accurate decisions can be taken since events usually last
for a time interval.

2) Using correlation existence between sensors:- The
whole dataset was scanned at once to detect anomalies using
EMA then, the proposed algorithm was applied to determine
whether each anomaly point is an event or noise depending on
the specified conditions in the algorithm.

3) Dataset used:- In order to evaluate the performance of
the proposed algorithm, it was applied on a real traffic dataset
and the accuracy of detecting events and noise was measured.
The dataset consisted of 5000 records with 3 attributes and the
proportion of anomalies in the dataset was 5%. The dataset
presented real time traffic data from the Twin Cities Metro
area in Minnesota, collected by the Minnesota Department of
Transportation. The Minnesota Department of Transportation
captured traffic data on the freeway system throughout the
Twin Cities Metro area [24].

The dataset contains occupancy, speed, and flow data for
every detector in the Twin Cities Metro area and was collected
every 30 seconds. Speed refers to the average value of the
speed measurements of individual vehicles over time, whereas
flow denotes the number of vehicles passing in a specific point
at a certain timestamp. Flow and speed were used, whereas
occupancy was not included in the experiments, since
occupancy is similar to flow as it represents the percent of
time the detection zone of a sensor is occupied by vehicles.
These two attributes were selected because they are correlated,
i.e., when the flow increases, the speed decreases and vice
versa as they exhibit negative correlation.

4) Performance evaluation:- The dataset was used to
evaluate the performance of the proposed algorithm. The
prediction accuracy of detecting both events and noise was
computed. The accuracy was measured as in (3) and (4):

Prediction accuracy of detecting events =

number of correct predictions

number of events (3)
Prediction accuracy of detecting noise =
number of correpredictions (4)

number of noise values

Given that most of the available real data have no class
labels, so anomaly labels (both an event and noise) were
artificially added to the dataset in order to measure the
prediction accuracy of the proposed algorithm.

The prediction accuracy of detecting events and noise is
shown in Fig. 4.
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Fig. 4. Prediction Accuracy of Event and Noise Detection.

The proposed algorithm gave promising results especially
in detecting noise. The accuracy is higher in detecting noise
rather than events, maybe because it is more difficult to detect
events, since events’ detection involves several factors such as
the sensors’ values of both the preceding and following
timestamps, the wvalues of the functionally correlated
attributes, and the nature of event. On the other hand, the noise
is just an error resulting from the sensors.

VI. CONCLUSION AND FUTURE WORK

10T is a new paradigm that recently gained popularity. 10T
is the integration of physical objects that are attached with
software, sensors, and network connectivity, which allow
them to capture and transmit data. The 10T paradigm faces
numerous challenges ranging from data management to
security threats. A substantial challenge is the detection of
data anomalies from sensors’ data. An anomaly is a data point
that greatly varies from the rest of data points. There are two
main causes of data anomalies which are: an event and noise.
An event denotes an incident which happened at a certain
time, whereas noise is just an error. An approach is needed to
distinguish between an event and noise since both are
considered anomalies so, in this paper, an algorithm was
proposed to differentiate between an event and noise in loT.
Also, the effectiveness of the algorithm was tested through
experiments.

In future work, we will explore how to enhance the
accuracy of the algorithm in detecting events. Also, the
algorithm will be applied on other datasets in different
domains.
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Abstract—The WiMAX network designates in common
language of a set of standards and techniques of the world of
Wireless Metropolitan Area Networks (WMAN). The standard
IEEE 802.16 or WiIMAX allows the wireless connection of
companies or individuals over long distances at high speed.
WIMAX provides an appropriate response for some rural or
hard-to-reach areas, which today lack access to Broadband
Internet for cost reasons. This technology aims to introduce a
complementary solution to the Digital Subscriber Line (DSL) and
cable networks on the one hand, and to interconnect WiFi
hotspots, on the other hand WiMAX is mainly based on a star
topology although mesh topology is possible. Communication can
be done in Line of Sight (LOS) or not (NLOS).Software Defined
Network (SDN) is a new network paradigm used to simplify
network management. It reduces the complexity of network
technology.The following article aims to expose a simulation
implemented under Omnet4.6++, to improve Handover
performance and QoS (End-to-end delay, latency, jitter, MoS
and lost packet), by implemented an algorithm in SDN
controller. The simulation is tested in WIMAX architecture, and
results have been collected from two scenarios with and without
SDN controller to proof that this algorithm is more preferment to
guarantee a better QOS in Handover.

Keywords—WiMAX; SDN; QoS; handover; openflow; OMNeT
4.6 ++

I.  INTRODUCTION

WIMAX (Worldwide Interoperability for Microwave
Access) [1] was standardized in 2002 under the name 802.16.
Its goal was to cover high-speed white areas [2]

WiIMAX technology is synonymous with better transfer
rates, lower latency, better availability and efficiency, but not
compatible with existing 2G and 3G systems, a major pitfall. In
addition, switching from a 3G network to a 4G network is
often more difficult, and sometimes problematic.

It is distinguished by the vast extent of its Internet
coverage, because it is a very broad band. Besides, there are
several types of high-speed Internet coverage (eg 3G, 4G, LTE,
satellite and WiMAX). It offers another aspect of how
conventional remote systems have been described, due to the
effects of innovation on the public and its impact on the
environment.

The mechanical points of interest of WiMAX are central
points of unprecedented WiMAX radio change. It works in the
field of security and quality. It has an open access base focused
on IP access. This innovation can be used for various
applications. It is a scalable remote correspondence system
capable of providing high-speed remote access with high data
rate of Fourth-Generation (4G) over a long separation in a
point-to-multipoint and visible or an unobservable path
condition.

This article presents an improvement the HO[3] and the
QoS, " End-to-end delay, latency, jitter, the number of lost
packets, and the MOS ", by the implementation a new
algorithm that it allows the Software Defined Network
(SDN)[4] controller to better improve the performance of all
WiMAX network architectures using OMNeT4.6 ++.

Il. STATE OF THE ART

WIMAX Wireless Microwave Metro Networks that are
useful in broadband access, as a central innovation in the IEEE
802.16 reference group, advancing in 4G. With the current
presentation of portability management systems in the IEEE
802.16e standard, it is currently competing with current and
future ages of remote advances to provide ubiquitous recording
arrangements. Nevertheless, the establishment of a decent
versatile structure depends to a large extent on the ability to
make quick and consistent transfers regardless of the situation
of the building being sent. Since the IEEE has characterized the
mobile  WIMAX MAC layer transfer (IEEE 802.16¢)
administration structure, the WiMAX Forum Network
Working Group (NWG) [5] is working on improving upper
layers, or the path to commercialization of an undeniable
WIMAX versatility structure, which it is tasked to investigate
the difficulties. This focuses on potential research issues
related to the transfer into the current and future WiMAX
portability structure. An examination of these issues in the
MAC, Network and Cross Layer situations are presented
alongside the exchange of distinctive answers to these
difficulties.

According to research done by the "Mojtaba
Seyedzadegan" on the overview of WiMAX, its architecture
deals with the supply of data. It is entirely based on IEEE
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802.16. It supports two things. One is the alternative broadband
cable and the other is DSL.

Subscriber Station (SS)[6] gives the link to WiMAX. Many
websites are used to provide the tool used for this method. But
this is not a complete view of the tools available as certified
that they are set in mobile internet devices and various private
labelled tools, laptops.

It assembles Wi-Fi[7] activities because of the same
wireless network. It also gives network connectivity to
businesses and at home without the help of external devices.
For this, it uses WiMAX carriers. It is scaled a few kilometers.
It varies at the scale of a city. It is given with a subscriber unit.
It helps the customer to connect to the Internet and other
accesses. Physical Layer It’s worth mentioning that both LTE
and WIMAX use Orthogonal Frequency Division Multiple
Access (OFDMA)[8] in the downlink, but they differ in the
uplink. WiMAX continues to use OFDMA, while LTE’s[9]
approach is more advanced. Using OFDMA is power
inefficient, but it’s tolerable in the downlink because the power
amplifier is placed at the base station (or at the e-Node-B in
3GPP terminology). At the base station, power is available, and
the many mobile terminals share the extra complexity.
However, in the uplink, the transmissions start from mobile
devices, which are battery powered. The mobile devices are
also constrained because they must be low cost to enable mass
deployment. 3GPP[10] specifications thus propose a reduced
Peak to Average Power Ratio (PAPR) transmission scheme for
the uplink signal. This scheme is called Single Carrier
Frequency Division Multiple Access (SCFDMA). This makes
it easier for the mobile terminal to maintain a highly efficient
signal transmission using its power amplifier. The LTE uplink
signal achieves this property and saves power without
degrading system flexibility or performance. [11]

I1l. STANDARD OF 802.16 WIMAX

The next table (Table 1) presents the standard of 802.16
WIMAX [12]

TABLE I. CURRENT AND FEATURE STANDARD OF 802.16 WIMAX
Standard Description
802.16.2-2004 Recommended practice
802.16-2009 Air interface for fixed and mobile

802.16h-2010 Iproved Coexistence mechanism

p802.16n Higher Reliability Networks (In progress)

p802.16k-2007 Bridging of 802.16

802.16j-2009 Multi hop relay

802.16m-2011 Advanced air interface with high data rate

p802.16p Support machine to machine Apllication( In progress)

IV. PROBLEM AND SOLUTION

In recent years, the SDN [13] plays an important role
because of its flexibility and ease of transport. WiMAX is the
promising 4G network to meet the needs of customers. It is a
telecommunication technology, which provides software-
defined data for several distances from a point-to-point link to
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all cell-type accesses, and it allows the connection between
mobile and fixed networks. The coverage area of WiMAX is
highly compared to other technologies, among different
technologies; it offers good support and good stability.

WiMax refers to certain types of Wireless Local Area
Networks (WLANS) [14], which use 802.16 specifications. It is
easily used by companies.

Due to the growing demand, users have ubiquitous access
to wireless services, which has led to the deployment of forced
use of this wireless access technology such as WiMax. It offers
a level of quality, within range, but the problem is that the
number of devices is increasing which reduces Handover's
travel time performance and QoS in terms of end-to-end delay,
latency, jitter, number of lost packets, and MOS, for all these
reasons, This work proposes as a solution to implement the
SDN technology for WiMax to better optimize their
performance through the creation of a new algorithm under
SDN controller.

V. ADVANTAGES OF WIMAX

WIMAX is typically used as an alternative to dedicated
links and Internet access of all kinds for the following
applications

e It is the best solution for suburban and urban areas,
where there is a wired technology problem, for large
cities, this technology can also be implemented to meet
all high-speed requirements;

o possibility of reusing a frequency dedicated to a BTS to
increase the capacity of the system, also to support
hundreds of users;

o frequency allocation is done on a sectoral basis when
the number of users increases;

e networks with high transmission speeds for voice and
data;

e connect to the Internet peripheral neighborhoods or
suburban cities;

¢ inter-site private networks for companies;

e security and surveillance that may include video over IP
applications;

e regional wireless networks with data and voice
applications for industry and transport;

e wireless communications integrating VVolP;

e temporary deployments: Religious events, construction
sites, relief infrastructure on a natural disaster;

e that it is a wireless technology with a signal range of a
few hundred meters and a maximum bit rate of about
11Mbits/s, WIMAX has a technology that manages
bandwidth. Thus, a user that he performs an operation,
that it requires a lot of resources (High-quality video
conference for example) will have a large bandwidth;

e low WiMAX allows faster deployment without the need
for heavy civil engineering work;
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e it allows high-speed wireless internet connectivity over
long distances;

e it can serve multiple clients at a time;
e one signal despite the obstacles;
e private inter-site networks for companies;

e perspective of nomadism;

VI. DISADVANTAGES OF WIMAX

e Debit is shared between users of the same central
antenna;

e obligation to serve WiIMAX base stations through a
collection network (optical fiber, radio link, etc.);

e requirement to have a licence: Only licensees are able to
deploy WiMAX networks;

e need to have a high point: To ensure the best possible
coverage, the transmitter must be placed on a high point
(pylon, water tower, etc.);

e it must first obtain a licence from a public authority;

e to have optimal distances and speeds, transmitters and
receivers must be in “line of sight”;

o it will be able to cross only small obstacles like a tree or
a house but, the signal is unable to pass through hills or
large buildings;

e methods for the implementation of 4G with and without
SDN

VII. METHODS AND IMPLEMENTATION OF WIMAX WITH
AND WITHOUT SDN USING OMNET 4.6 ++

Software  Defined  Metropolitan ~ An  Network
(SDMAN)[13], it is a standard network that is designed to
provide broadband access for a large area. There is more
flexibility and service. It can be used in both the licensed
frequency bands (10-66GHZ) and the unlicensed band
(11GH2Z). Therefore, it is the best technology for the system
designed as long as SDN whereas the good performance and
the effective cost. So, that he faces different types of problems
in mobile communication. A frequency higher than 10 GHz is
required and if visibility is reduced, a frequency below 10 GHz
is essential.

It allows a broadband access service, which helps the
customer to take advantage of low-cost Internet options. In
general, it is a software-defined technology that operates on a
frequency between 2 and 66 GHz. In addition, it provides data
rates up to 75 Mb/s. Thus, it becomes the backbone of the
many software defined communication services. In order to
increase the applications of WIMAX.

This work expresses an improvement of the QoS "end-to-
end delay, latency, jitter, the number of lost packets, and the
MOS " through the intecration of a new algorithm that it
allows to chang SDN controller policy for handle handover in
the WiMAX network, by two scenarios, the first (Figure 1)
expresses WiMAX without SDN and the second (Figure 2) is
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based on the
OMNeT4.6++.

Scenario 2 (Figure 1): WIMAX without SDN: Is
implemented with 10 base stations and with a frequency of 2.4
GHz.

Scenario 1 (Figure 2): WiMAX with SDN: Is implemented
with 10 base stations with a frequency of 2.4 MHZ, an SDN
controller, and an OpenFlow switch.

You will find attached the parameters of WiMAX used:
Frequency: 2400 MHz.

BSAntennaHeigh

implemented of SDN program, using

BasicEnergyLowBatteryThreshold: 0.1
Mobile Rx height: 1.5 meter

Effective radius: 4.34Km

Forest/Trees, Offset-loss: 10 dB

Open, Offset-loss: 17 dB

Buildings, Offset-loss: -4 dB

DL Carrier bandwidth: 9x3.3MHzusingFR 1/3
DL Carrier bandwidth: 3 x 10 MHz using FFR 1/1
Bearers for DL and UL: 1

CINR requirement: 4.9 dB

Services for DL and UL: 1

UL Carrier bandwidth: 1x3.3MHz
Suburban, Offset-loss: -3 dB

Noise Figure : 7 dB

Horizontal Beam width of CPE: 360

Noise Figure : 4 dB

Receiver Sensitivity: -109.7300 dB

Control Activity: 20 %

BS antenna: Kathrein80010

BS antenna gain: 18 dB

Horizontal beam width of BS antenna: 60°
Vertical beam width of BS antenna: 6°
Feeder loss: 2 dB

Prediction resolution: 10 m

Intra-Site fading correlation coefficient: 0.8

Inter-Site fading correlation coefficient: 0.5

WIMAX lies in it’s simplicity of implementation. It will
take only two antennas to connect two remote networks, where
it would have been miles of optical fiber wired.

The WIMAX client must have a receiver (a built-in chip or
a CPE: Customer Premise Equipment) and be within the scope
of a transmitter. The transmission between the customer and
his hot spot WiMAX is said in "No Line Of Sight" (NLOS),
that it is to say that the customer is not in direct view with the
antenna. Indeed, buildings or vegetation found in cities "force"
the signal to be diverted through the use of OFDM frequency
modulation.
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Fig. 2.  WiMAX with SDN.

In a network, the collection consists of connecting the
access points (WiFi or DSLAM hot spots) thus ensuring the
connection with the Internet. This mechanism is called the
backhauling of hotspots. Unlike the service, the collection is
done in "Line Of Sight" (LOS), thanks to WiMAX transmitters
placed high enough.

VIII. RESULTS AND DISCUSSION OF SIMULATION IN QOS
CRITERIA UNDER WIMAX WITH AND WITHOUT SDN USING
OMNET 4.6 ++

This section presents the QoS performance results for
WiMAX using SDN, such as end to end delay, latency, jitter,
lost packet, and MOS.

A. End to end Delay under WiMAX with and without SDN

Figure 3 shows that the end to end delay in the WiMAX
scenario without SDN with a higher value (26 ms) compared to
the SDN based scenario that, it has a reliable delay (0.6 ms),
that it expresses the implemented of SDN to WiMAX, it has a
positive impact.

B. Jitter under WiMAX with and without SDN

The jitter under figure 4, where the WiMAX scenario, that
it is based on SDN is about 10 ms, that it is lower than

Vol. 9, No. 12, 2018

WIiMAX without SDN, that it has the value of 11 ms, which
results that the connection of an SDN network for WiMAX is
successful.

C. Latency under WiMAX with and without SDN

The results of figure 5 shows that the WIMAX  network
latency with SDN is less (14 ms) than that of the WiMAX
approach without SDN with a value of 16 ms, which explains
that the value added by the latter is beneficial
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Fig. 4. Jitter under WiMAX with and without SDN.
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Fig. 5. Latency under WiMAX with and without SDN.
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D. Packets Lost under WiMAX with and without SDN

The number of packets lost in the WiMAX approach
without SDN is 7%, which is higher compared to the WiMAX
approach with SDN that it is about 5%. This shows that the
impact of adding SDN for the WiMAX network is totally
favorable, as shown in figure 6.

KmdsesTas Y LooPaom

Fig. 6. Packets lost under WiMAX with and without SDN.

E. MOS under WiMAX with and without SDN

Figure 7 shows that the MOS offered by the WiIMAX
approach without SDN is 1, whereas the WiIMAX based
approach with SDN is about 2.3, which presents an indicator of
the increases in the quality of the WiMAX voice transmission.

|

Fig. 8. Handover under WiMAX with and without SDN.
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RESULTS AND DISCUSSION OF SIMULATION
CRITERIA UNDER WIMAX WITH AND WITHOUT SDN

Figure 8 shows through two scenarios that the transfer time
of the nodes in a WIMAX network with SDN is stable during
all communication with a low time (0.7 ms), whereas without
SDN, it has the value of 30 ms, then SDN makes it possible to
minimize the time of movement from one node to another by
the centralization at the controller level.

IX. CONCLUSION

SDN controller is the best way that allows developers to
change Network control with programming efficient
algorithms. In this article we proof that our algorithm in
comparison with existing SDN controller is very suitable for
WIMAX network to more guarantee QOS in Handover.
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Abstract—Messages sent using the default Short Message
Service (SMS) application have to pass the SMS Center (SMSC)
to record the communication between the sender and recipient.
Therefore, the message security is not guaranteed because it may
read by irresponsible people. This research proposes the RC4
stream cipher method for security in sending SMS. However,
RC4 has any limitation in the Key Scheduling Algorithm (KSA)
and Pseudo Random Generation Algorithm (PRGA) phases.
Therefore, this research developed RC4 with a random initial
state to increase the randomness level of the keystream. This
SMS cryptography method applied the processes of encryption
against the sent SMS followed by decryption against the received
SMS. The performance of the proposed method is evaluated
based on the time of encryption and decryption as well as the
average correlation value. Based on the time, it shows that the
length of the SMS characters sent affects the time of encryption
and decryption. Meanwhile, the best correlation value achieved
0.00482.

Keywords—Cryptography; SMS security; RC4 stream cipher;
random initial state; correlation value

I.  INTRODUCTION

Cryptography is a science to protect data or information
from irresponsible people by turning it into a form where the
attacker cannot recognize the data or information while in the
processes of storing and transmitting [1]. Moreover, it can be
applied to communication services through wireless systems
for the communication applications of cellular and wireless
[2]. It consists of two-phase, namely encryption and
decryption. The encryption is implemented to make data
unreadable, invisible or incomprehensible during transmission
or storage. While the opposite of it is decryption to reverse the
encryption data become an original text [3]. Nowadays, there
are various types of smartphones are widely used by the
public, one of them is an Android-based smartphone.
However, SMS service has not a security method on Android
smartphones. SMS is a text messaging service that allows
cellular customers to send the text to each other. Global
System for Mobile Communication (GSM) uses as a tool for
sending SMS messages. SMS message sent by the user, then it
was stored by the SMSC to forward to the target mobile
device. SMSC uses a store-and-forward technique to store
messages to forward it to the target device. If the Home
Location Register (HLR) of the target mobile device is active,
then SMSC will transfer the SMS message to target mobile
device. SMSC receives the verification message that confirms
the delivery status of SMS message to the target mobile device
[4]. The maximum length of an SMS without the

image/graphic is 160 characters using 7 bits or 70 characters
using 16 bits of character encoding [5].

Cryptographic methods are divided based on key-based
and keyless [6]. Several conventional keyless cryptographic
methods have implemented for improving data security such
as Caesar ciphers [7], Vigenere ciphers [8], [9], Zigzag ciphers
[10], and Playfair cipher [11]. Those methods are more
complex and consume a significant amount of power when
applied in the resource-constrained devices for the provision
of secure communication [12]. Another method that has used
is key-based with Symmetric Cryptography. The type of
encryption that used is to provide end-to-end security to SMS
messages. This method is appropriate for mobile devices
because of limited resources, namely limited power/energy,
insufficient memory, and less processing power [4]. The
examples of symmetric key cipher block cryptography are
AES, DES, and 3DES [3].

Several methods have been performed on SMS services
such as AES [13,14], Blowfish [5,15], One-Time Pad Cipher
[16], MNTRU [17], Certificate-Less Public Key Cryptography
(CL-PKC) to Authentication over a GSM System [18].
Several previous works have developed RC4 for WEP [19],
combined RC4 with a genetic algorithm [20] and compared
RC4 with other methods. RC4 is one of the most popular
stream ciphers in symmetric key cryptography since it uses in
several security protocols. Moreover, it has the higher speed
and the lower complexity than other stream ciphers. The data
of statistics show that the RC4 algorithm is used to protect
50% of TLS traffic as the most widely used secure
communication protocol on the internet nowadays [21]. RC4
has a secret internal state and works by generating the
pseudorandom stream of bits [22]. The internal state of RC4
consists of an S-box array permutation of 256 bytes from the
number O...., N - 1 and two indices i, j € {0,..., N-1}. The
index i is determined and known to the public, while j and S-
box permutations remain confidential [23,24]. The RC4
algorithm consists of the Key Scheduling Algorithm (KSA)
used for initializing S-box using variable length key and
Pseudo-Random Generation Algorithm (PRGA) to generate
keystream bytes.

In the previous researches, RC4 stream cipher compared to
AES [25] shows that the performance of RC4 is better than
AES which based on the throughput, CPU processing time,
memory utilization, encryption time and decryption time.
Subsequently, RC4 compared to Blowfish method [17] shows
that RC4 has better encryption performance while Blowfish
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has better decryption performance for small message texts.
However, RC4 has better performance in power consumption
for communication. Furthermore, the comparison of RC4 with
RSA [23] shows that the algorithm of RC4 better than RSA
based on the presented experimental and analytical results of
both algorithms evaluated. RC4 has more excellence in
execution speed and throughput compared to several other
cryptographic methods such as VMPC, HC-128, HC-256,
Salsa20 and Grain [24]. Nevertheless, RC4 has a limitation in
the KSA and PRGA phases due to the initialization process
which produces sequential numbers (0,1,2, ..., 255) that may
provide the opportunities for hackers [26]. The development
of RC4 with a random initial state will increase the
randomness level of the keystream produced by RC4 [23,24].

The development of cryptography in SMS service security
is an important and challenging issue. It caused the hackers
may steal the contents of the original message of the SMS
sent. This research proposed a cryptography method using the
RC4 stream cipher on SMS for Android-based smartphones to
overcome this issue. The contribution of this research is the
use of the initial random state to increase the randomness level
of the keystream. This method is expected to increase the level
SMS service security.

Il. RESEARCH METHOD

This research aims to implement cryptography on SMS for
Android-based Smartphones using the RC4 stream cipher
method with a random initial state to increase the randomness
level of the keystream. The proposed method consists of two
main stages, namely encryption, and decryption. The
illustration of the cryptography system on sending the
message via SMS is shown in Fig. 1. Based on Fig. 1, the
initial process of this system is the sender and receiver as the
user must apply the process of login. Afterward, in the
encryption process, the sender should send the message
(plaintext) and the key simultaneously. The message is sent as
ciphertext as the implementation result of the RC4 method.
Subsequently, the information of the sender's identity, key,
and keystream are saved in the server. Meanwhile, in the
decryption process, the receiver who has successfully login
receives the ciphertext, key, and keystream from the server
according to the message. Messages can be decrypted into
plaintext based on the key similarity during message
encryption.

SMS sent SMS received
Plaintext and Ciphertext and (]
Key . Key
D>
Encryption
Sender Receiver
SMS Network

Fig. 1. The lllustration of the Cryptography System.
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Fig. 2. The Stage Diagram of the Proposed RSA Method.

There are several similar processes in the stage of
encryption and decryption, namely, (1) convert the
plaintext/ciphertext to byte, (2) S-Box initialization with a
random initial state, (3) S-Box permutation, and (4) generate
pseudorandom byte to obtains the keystream. The keystream
is used to implement XOR operation between the plaintext
and ciphertext in a byte. The difference in both stages is in the
process of saving the random initial state results and the key in
the encryption process. In the decryption process, the results
of the random initial state and keys select from the database
based on the message to carry out the subsequent process. The
detail process of the proposed method is depicted in Fig. 2.

A. Encryption

In this work, encryption is applied to encode the messages
sent with the aim only the authorized people whose can access
the messages. KSA phase of this work, RC4 allow producing
the similar state even though two different keys used and a
similar keystream output generated. This case is known as a
key collision or related key pairs [27]. It is caused by the
initialization process which produces the numbers of 0, 1, 2, ..,
255, sequentially which opens opportunities for hackers. The
proposed method of the RC4 stream cipher with a random
initial state will increase the randomness level of the
keystream. Development in KSA phase produces N values
from 0 to N-1 without duplication by a pseudo-random
number generator which distributes as an additional secret
key. The steps of the encryption process in this work are as
follows:
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1) Get the ASCII values from the messages sent as the
plaintext then they are converted to bytes.

2) In KSA phase, the initialization of the S-Box array with
a random initial state followed by saving the key and the S-
Box permutation. This step is implemented to produce random
values between 0 and 255 without duplication.

3) Initialize the keys array then save it.

4) S-Box permutation is performed against the values in
the S array by exchanging the contents of the S [i] with S [j].

The Pseudocode of this step is as follows:

INPUT: PlaintextL, Keys k, N
OUTPUT: State S
Fori«+~0toN-1Do
S[i] < Random;
where SNS=SUS=S={0, 1,2, 3,4... N-1}
=0
Fori—0toN-1Do{
j (G +S[i] + k [ mod keylength]) mod N
Swap S[i] with S[j] }
j=0
Return (S)

Input in KSA phase is Plaintext L, Keys k, and N where
the message length of plaintext L is the initial key length in
bytes, N is the size of the array S, and i and j are indexed
pointers. The output of this phase is the array S.

5) In the PRGA phase, retrieving the values of S [i] and S
[i] aims to sum up those values in the form of modulo 256.
This phase obtains a keystream. The Pseudocode of this step is
as follows:

INPUT: State S
OUTPUT: Key sequence Kseq
=0
i—0
Fori<—0toN-1Do {
i< (i+1) mod 256
j < (+S[i]) mod 256
Swap S[i] with S[j]
Kseq < S [(S[i] +S[j]) mod 256]
Return (Kseq)
Input in PRGA phase states S where N is the size of the
array or state S, and i and j are indexed pointers. The output of

this phase is array byte of Kseq using for XOR-ing with
plaintext for obtaining ciphertext.

6) Performing XOR-ing keystream, plaintext bytes, obtain
ciphertext.
7) Send the SMS message as ciphertext.

B. Decryption
The input of this stage is ciphertext. Decryption aims to

reproduce the plaintext, which performed by decoding the
ciphertext. The steps of the decryption process are as follows:

1) Get the ASCII values from the received message as the
ciphertext then they are converted to bytes.

2) The initialization of the S-Box array in KSA has
applied the similar step as in encryption based on the saved
key.
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