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Abstract—This paper presents the solution to the problem of 

summarizing Kazakh texts. The problem of Kazakh text 

summarization is considered as a sequence of two tasks: 

extracting the most important sentences of the text and 

simplifying the received sentences. The task of extracting the 

most important sentences of the text is solved using the TF-IDF 

method and the task of simplifying sentences is solved using the 

neural network technology “Seq2Seq”. Problem of using NMT 

method for simplification of Kazakh was in absence of Kazakh 

dataset for training. To solve this problem in this work propose 

use transfer learning method. The use of transfer learning made 

it possible to use a ready-made model that was trained on a 

parallel corpus of Simple English Wikipedia and not create a 

simplification corpus in Kazakh from scratch. For this, a transfer 

learning technology for simplifying sentences of the Kazakh 

language has been developed, based on training a neural model 

for simplifying sentences in the English language. Main scientific 

contribution of this work is transfer learning technology for the 

simplification of Kazakh sentences using the parallel corpus of 

the English language simplification. 
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I. INTRODUCTION 

Automatic text summarization is the process of shortening 
text without losing meaning. It can be the text of one or several 
documents. Summarization has become widespread in recent 
years in many application areas. Practical applications - data 
analytics, automatic creation of headlines or short descriptions, 
news sites, information aggregators. In these tasks, there is a 
need for automatic annotation of a huge amount of text data, 
which is inefficient to perform manually; by automating these 
actions, you can achieve significant time savings. 

There are two types of annotation - abstractive and 
extractive. Extractive summarization - highlights the most 
important sentences in a text that most fully describe this text. 
Abstractive summarization is the reduction of a text by 
paraphrasing the text into a short form. In this case, the final 
summarization may contain phrases or sentences that did not 
occur in the original text. 

Text simplification is an area of study in computational 
linguistics that studies methods and techniques for simplifying 
textual content [1]. In Natural Language Processing it is used 
as one of the steps in summarization, text parsing [2], text 
translation, question-answer systems. Simplification is 
performed by shortening sentences, combining sentences, 

transforming sentences, paraphrasing. In this work, annotation 
is considered for the Kazakh language. 

To implement transfer learning, we use the second parallel 
corpus Kazakh - English. A model trained on a large parent 
corpus of the English language should give a relatively high-
quality result of simplification and be based on the quality of 
the model and not on the knowledge of the language. The 
relevance of the study is due to the fact that at present, research 
in the field of annotating the Kazakh language is focused on 
extractive summarization and little attention is paid to the 
abstractive method. The main reason of this situation is the 
absence of the Kazakh corpora for abstractive summarization 
and the difficulty of creating it. Applying transfer learning in 
this work, we use sequentially extractive and abstractive 
summations to obtain a short version of the text. 

The scientific contribution of this work is: 1) in the 
development of a TF-IDF [3] model for texts of the Kazakh 
language, using the Kazakh language corpus, processing it to 
obtain frequencies for TF-IDF; 2) in the development of 
transfer learning technology for the simplification of Kazakh 
sentences using the parallel corpus of the English language 
simplification. 

The remaining part of this paper is organized as follows. 
Section II contains an overview of existing papers on 
summarization, the use of neural networks for simplification. 
Section III contains the application of the neural network 
technology “Seq2Seq” to simplify text. The machine 
translation of the neural network technology “Seq2Seq” is 
based on the use of parallel data corpuses. After training, the 
model is able to generate the simplification of new sentences. 
Section IV describes the implementation of abstractive 
summarization and sentence extraction using the TF-IDF 
method. Section V contains a description of training the model 
and the results in the form of a table. Section VI concludes the 
overall study. 

II. RELATED WORK 

Consider research on abstractive summation. At the 
moment, to implement this type of summarization, the most 
common method is using neural networks with “sequence to 
sequence” architectures. Initially, sequence to sequence neural 
networks were used in neural machine translation. The 
architecture of a neural network describes the number, types of 
layers, the number of neurons in them and how the layers are 
connected to each other. Seq2seq neural networks are used 
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together with the element of attention [4]. This type of neural 
networks consists of a decoder and an encoder, which are 
recurrent neural networks [5]. The use of sequence to sequence 
architecture for machine translation has been described in 
many works [6, 7]. 

Currently, the most used architecture in the summarization 
of text is the transformer [8]. The difference between the 
transformer architecture and seq2seq is parallel, not sequential 
processing of input sentences. Transformer is the so-called 
attention-based architecture. Simplification model training is 
distinguished primarily by the training corpus. A parallel 
corpus for simplification problems is a corpus, the source part 
of which is the ordinary language sentences, and the target 
part is the corresponding simplified language sentences. Thus, 
simplification is a monolingual task for neural machine 
translation. 

The main corpus for simplification is the Simple English 
Wikipedia corpus [9]. Training on this corpus forms the basis 
of most of the papers on text simplification. So in [10] this 
simplification corpus was used to train the seq2seq 
simplification model. 

The model was trained in the OpenNMT system [11]. It is 
one of the most popular tools for neural machine translation. 
There are several implementations – original OpenNMT, 
OpenNMT-Python, OpenNMT-Tensorflow. Similar papers in 
the field of simplification are [12,13] where a neural 
transformer model is also used. 

There are many works available on the summarization of 
texts in low-resource languages. Transfer learning is also 
increasingly used for low-resource languages. For example, in 
[14, 15], the use of neural networks for abstractive summation 
together with the transfer of learning is considered. 

In [16], the authors describe the creation of a synthetic set 
of complete sentences for simplification using a pretrained 
model. Neural networks are also used for extractive 
summation. In [17], a summarization corpus is used, where 
source is a set of ordinary sentences, and the target part of the 
corpus is the summation of the corresponding set of sentences. 

In the [18], the authors used centroids and Word’s mover 
distance for extraction summarization in Kazakh language. 
Many summarization studies look at TF-IDF and data 
clustering. Also TF-IDF is used in information extraction [19]. 

When defining sentences for extractive summarization, it is 
need to get those sentences that together describe the text as 
much as possible (and there should be no unnecessary, 
redundant sentences in summarization) [20]. Work [21] 
describes a similar implementation of summarization using TF-
IDF. 

Transfer learning methods find application in the case of 
low resource languages, such as in [22], where the authors used 
the general parent model and the child model to translate the 
Tibetan language. Transfer learning is an area of NLP research 
that focuses on the problem of retaining knowledge that was 
obtained by training one model and transferring knowledge to 
another, similar problem [23, 24]. 

III. METHODOLOGY OF SUMMARIZATION OF KAZAKH TEXT 

The proposed methodology of summarization of Kazakh 
text includes two steps: 

 Extraction of summarize sentences, 

 Simplification of extracted sentences. 

Below these two parts detailed are considered. 

A. Extraction of Sentences 

The TF-IDF metric is used to implement extractive 
summarization. 

There are several options for using TF-IDF: 1) Ranking 
sentences by the value of TF-IDF or sentence centroids to find 
the most important sentences in the corpus; 2) search for the 
most similar sentences by semantic proximity; 3) clustering of 
sentences by the values of TF-IDF or centroids [25]. 

In our work, we use the centroid ranking method and 
clustering. 

Below is a step-by-step implementation algorithm: 

1) We perform preprocessing, which includes removing 

punctuation marks, apostrophes, dashes and other 

uninformative elements, tokenizing the text using the 

sent_tokenize function in order to get an array of text, where 

each element is a separate sentence. 

2) We get term frequency - it is defined as the ratio of the 

number of times each unique word appears in the sentence to 

the number of words in the sentence. 

3) We get inverse document frequency - a value that 

shows the significance or informativeness of a word in a 

sentence, allowing you to ignore words that appear in most 

sentences, such as prepositions. It is the logarithm of the ratio 

of the number of sentences to the number of occurrences of a 

word. 

4) The centroid of each sentence is calculated as the ratio 

of the sum of TF-IDF values to the total number of unique 

words in the sentence. 

5) We combine all the centroids of the sentences into one 

array, which contains the sentence number and the centroid 

value. Then we select several sentences with the largest 

centroid values. 

In Fig. 1 shows a graph of the distribution of centroid 
values for a text in the Kazakh language, which was obtained 
as a result of text simplification. On the chart, the X-axis is the 
ordinal number of the sentence, the Y-axis is the values of the 
centroids of the corresponding sentence. Centroid - a value 
from zero to 1. On the diagram, we see how the centroid values 
of sentences are distributed in the corpus and in which part of 
the corpus the largest centroid values are. 
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Fig. 1. Distribution of Centroid Values by Sentences of the Kazakh Corpus. 

The next step is to analyze the resulting simplified corpus 
by distributing words into clusters for topic analysis. Table I 
shows the result of the distribution of the corpus into 6 clusters. 
For clustering, we use the k-means algorithm [26]. This 
algorithm allows you to group a set of vectors according to the 
degree of similarity. In this case, we use centroids as a criterion 
for the similarity of words. For simplicity, the number of 
clusters was chosen arbitrarily. As we can see, each cluster 
contains a set of words that are close in meaning. 

TABLE I. WORD CLUSTERING 

cluster sentence 

1 
эскиздер,байқауына,эскиздерді,жобалау,көзқарас,президент,

қызығушылық,қазақстан,иран,бұл 

2 
республикасының,қазақстан,президенті,президентіне,сауд,се

нім,грамоталарын,тапсырды,бар,заңы 

3 
барлық,қазақстанның,мәселелері,қажет,өсім,ақпарат,салалар

ында,бар,және,диалог 

4 
бар,кездесу,жиналыспен,көршілес,қоғамдық,немесе,көптеген
,қазақстанда,маңызы,қалада 

5 
премьер,министр,министрдің,кездесуінде,бұл,министрі,астан

а,шетелдіктердің,кеңестегі,қала 

B. Simplification of Extracted Sentences 

In this subsection, we will describe the algorithm for 
creating a simplification model of the Kazakh text using a 
method that relates to the transfer learning. The Kazakh 
language is a language with a small number of parallel 
corpuses, which makes learning a neural model very difficult. 
A model for working with the Kazakh language should be 
trained on a parallel corpus of the Kazakh text. For the 
simplification of texts in the Kazakh language, there are 
currently no ready-made simplification parallel corpus. 
Therefore, to obtain such a corpus, we use the Google translate 
application with manually edition to translate English parallel 
simplification corpus to Kazakh parallel simplification corpus. 

The proposed methodology of simplification of Kazakh 
text includes two stages (Fig. 2). 

At the first stage, the parent model is trained: 

1) First, we define the architecture of the parent model. 

Before creating the model, it was necessary to choose the 

architecture of the neural network model that would show the 

highest score values in the original English corpus. To do this, 

we train seq2seq and a transformer model on a general corpus 

(Simple English Wikipedia) and see which architecture has 

bigger BLEU. 

2) The English part of the kaz-eng corpus [27] is translated 

by the trained model. As a result, we got a simplified text of 

the English part of the kaz-eng corpus. 

Second stage of transfer learning is the training of the child 
model: 

1) The resulting simplified part of the kaz-eng corpus was 

translated into the Kazakh language, using the public web 

service of machine translation with the recording of the result 

in a text file. 

2) As a result, a synthetic Kazakh parallel simplification 

corpus is obtained. The source part of Kazakh parallel 

simplification corpus is the Kazakh part of the source kaz-eng 

corpus and the target part is the simplified text of the source 

English part translated on Kazakh. 

3) After that, the training a new neural model on the 

Kazakh parallel simplification corpus is made. 

 

Fig. 2. Transfer Learning Technology for the Simplification of Kazakh 

Sentences. 
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The considered method of using the results of model 
translation to create a simplified part of the corpus belongs to 
transfer learning methods. These are learning transfer methods 
that use the generated synthetic data at runtime [28]. A corpus 
that was created based on the data generated by the model is 
called synthetic. Also, the creation of a synthetic corpus 
underlies the method of back-translation [29]. So, in [30] the 
author uses back-translation to increase the size of the training 
corpus. In our work, it is possible to use this method to increase 
the train corpus. 

Nevertheless, synthetic data is worse than real data, and 
when a significant part of the train corpus is synthetic data, the 
model usually shows worse BLEU results compared to real 
data [31]. 

Further, the simplified text in the Kazakh language, allows 
to define the sentences that convey the essence of the text. 

IV. NMT EXPERIMENT AND RESULT 

This section discusses training the model, obtaining results, 
and assessing the quality of summarization. Quality assessment 
is needed to determine how well the model performs, including 
with text that is very different from the training corpus. To 
assess the quality of the model, we use the BLEU and SARI 
metrics. 

The BLEU (Bilingual Evaluation Understudy) metric is an 
assessment of the quality of machine translation from one 
language to another. The BLEU algorithm compares the 
number of common words or phrases in predicted sentences 
with reference sentences. Comparison is performed by 
counting N-gram matches. The final score for a corpus is the 
average quality score for all sentences in the corpus [32]. The 
metric has certain drawbacks in the case of text simplification, 
since was originally developed for machine translation rather 
than text simplification [33]. 

In [34], the SARI (System Output Against References and 
Input Sentences) metric was presented. This metric can 
assesses the quality of text simplification based on source, 
predictions and reference data, correctly taking into account the 
operations to change the sentence. 

When training a model, one of the most important 
parameters is the number of training epochs and dropout. The 
Epoch - full cycle through the hull during training, it takes 
more than one epoch to train the model. Dropout is a technique 
used in training, which consists in shutting off the outputs of 
some neurons with a certain probability [35], which avoids 
overfitting the model. The model works on the basis of a 
vocabulary that was created during training. The size of the 
vocabulary affects the performance of the model. Vocabulary 
size we have set 50 000 words. 

The parallel corpus of Simple English Wikipedia contains 
284677 lines for training. The model was trained for 20 
epochs, until the values of the loss function ceased to decrease 
significantly. The kaz-eng corpus contains 109 thousand lines, 
from where 5000 lines are allocated for testing. 

To determine the most optimal option, we also applied the 
model fine-tuning method [36], which refers to inductive 

transfer learning. It differs from the previous method in the 
following steps: 1) it is necessary that the model that has been 
trained on the general corpus is retrained on the domain-
specific corpus. To do this, OpenNMT connects the existing 
model vocabulary to the Kazakh corpus vocabulary; 2) a new 
savepoint is created in OpenNMT, which uses the new 
dictionary. The training of the model continues from a new 
point. Thus, the model trained in English is retrained taking 
into account the Kazakh language. 

Table II shows the scores of BLEU and SARI of neural 
models depending on the parallel data corpus. These grades are 
obtained during testing after training the models. 

TABLE II. BLEU AND SARI SCORES FOR SEQ2SEQ AND TRANSFORMER 

MODEL 

№ Model 

Simple English 

Wikipedia  

BLEU/SARI 

Kaz-eng 

BLEU/SARI 

Kaz-skaz 

BLEU/SARI 

1 Seq2seq 58.01/52 53/66.18 Not trained 

2 Transformer 66.70/66 55/60 7/36 

3 
Transformer 

Finetuned 
66.70/66 55/60 8/36 

Column “Simple English Wikipedia BLEU/SARI” contains 
the BLEU scores after training the model on the Simple 
English Wikipedia. 

Column “Kaz-eng BLEU/SARI” - BLEU assessment at the 
stage of translating the English part of the kaz-eng corpus. 

Column “Kaz-skaz BLEU/SARI” - BLEU score after 
training the Kazakh simplication model. 

As we can see from the data in Table II for the seq2seq 
model, the BLEU score has changed from 58 on the Simple 
English Wikipedia corpus, to 53 on the kaz-eng corpus. The 
test set is the selected lines from the Simple English Wikipedia 
train corpus, that is, it is data of a similar subject.The kaz-eng 
corpus test set for the model was not used for training the model 
and this corpus was not originally for text simplification. 

On the transformer model, the BLEU score is also reduced 
from 66 to 55. According to the parent data, the model with the 
transformer architecture has a slight advantage over the 
seq2seq attention model on the same data. This model is also 
the parent for fine-tuned Transformer model. 

Therefore, the transformer architecture was chosen to 
create the Kazakh model. 

The BLEU score on the resulting Kazakh child model is 7. 
As we can see from the assessment of the “Transformer 
Finetuned” model, the assessment increased by 1 and this 
method of creating the Kazakh model is better. 

When translating, the model works with many unfamiliar 
words, and the meaning of words, depending on the context, 
may differ. This problem is called domain shift [37]. In other 
words, a model trained on news data does not work well with 
data from medicine or another field of science. This is one of 
the reasons for the low BLEU score on the Kazakh model. 
Another reason may be an error in training the transformer 
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model, which affected the quality of the translating, which we 
will try to fix in the future. 

V. CONCLUSION AND FUTURE WORK 

In this paper, the method for summarizing Kazakh text was 
considered. Proposed Kazakh text summariszing method based 
on consequent using of TF-IDF method for extracting 
summarize sentences and NMT method for simplification of 
received summarize sentences. Problem of using NMT method 
for simplification of Kazakh was in absence of Kazakh dataset 
for training. To solve this problem in our method to propose 
use transfer learning method. The use of transfer learning made 
it possible to use a ready-made model that was trained on a 
parallel corpus of Simple English Wikipedia and not create a 
simplification corpus in Kazakh from scratch. 

In future works, we plane to further improve the model, by 
increase the volume of the training dataset of the Kazakh 
corpus. Also we plane investigate using of post-editing NMT 
technology for increase of Kazakh parallel simplification 
corpus volume and quality. One of the directions for further 
research on this area is a method of clustering similar sentences 
in the train dataset and training a new seq2seq model based on 
it, as in [38]. Which should improve the performance of the 
model. 
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