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Abstract—Image matting, also refers to picture matting in the 

article, is the task of finding appealing targets in a picture or 

sequence of pictures i.e., video, and it has been used extensively 

in many photo and video editing applications. Image composition 

is the process of extracting an eye-catching subject from a 

photograph and blending it with a different background. a) 

Blue/Green screen (curtain) matting, where the backdrop is clear 

and readily distinct between the foreground (frontal area) and 

background (foundation) portions. This approach is now the 

most used type of image matting. b) Natural picture matting, in 

which these sorts of photos are taken naturally using cameras or 

cell phones during everyday activities. These are the present 

known techniques of picture matting. It is difficult to discern the 

distinction between the frontal area and the foundation at their 

boundaries. The current framework requires both the RGB and 

trimap images as inputs for natural picture matting. It is difficult 

to compute the trimap since additional framework is required to 

obtain this trimap. This study will introduce the Picture Matting 

Neural Net (PMNN) framework, which utilizes a single RGB 

image as an input and creates the alpha matte without any 

human involvement in between the framework and the user, to 

overcome the drawbacks of the prior frameworks. The created 

alpha matte is tested against the alpha matte from the PPM-100 

data set, and the PSNR and SSIM measurement index are 

utilized to compare the two. The framework works well and can 

be fed with regular pictures taken with cameras or mobile 

phones without reducing the clarity of the image. 
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I. INTRODUCTION 

With the commonness of cell phones [24], image sensors 
have expanded strongly, and accordingly expanding the 
quantity of pictures [19] being captured through electronic 
devices. Hence, to handle this immense measure of visual 
information into helpful visual data, image processing has 
formed into a need in the ongoing moment capturing situation. 
Image processing has many applications and few of them are 
up-gradation of image, rebuilding of image, and getting 
relevant information from an image. Picture matting (or Alpha 
matting) is a sub-space of image processing that can remove 
the forefront from a picture, as an alpha matte. It has an 
assortment of utilization [2][3], like segmentation based on 
colour in an image [28], removal of reflectional lights, picture 
colorization, deblurring (bokeh effect), fashion e-commerce 
[14, 29, 30] and denoising to give some examples. 

Numerically, picture matting issue can be demonstrated as: 

                

where I, F and B signify input picture, frontal area of 
output and foundation picture separately. α ranges from 0 to 1 
which denotes frontal area opacity. 0% opacity of frontal area 
and 100% opacity of foundation is obtained when α = 0 and 
vice versa when α = 1. For every one of the fragmentary 
estimations of α, these pixels lie in the blended or obscure 
locales. 

In picture matting, most pixels have α esteems either 1 or 
0, the essential issue is to gauge the exact α values for pixels 
in blended locales, obviously to isolate frontal area and 
foundation locales. Given an information picture I, we need to 
appraise F, B and α at the same time which is a poorly 
presented issue. To resolve this issue the most generally 
utilized technique is a pre-characterized trimap [26] as 
deduced above. Notwithstanding, for humans it takes more 
time to get the trimap manually like annotating the edges and 
will be less precision even if captured through a depth camera 
or else [17, 18] there arises for another framework for getting 
a trimap. As a result, a few recent studies [16] have attempted 
to eliminate model reliance upon this trimap by developing 
trimap-free techniques. 

The proposed PMNN, is a lightweight neural net which 
disintegrates the representation matting process in three 
corresponding sub-undertakings and streamlines them at the 
same time through unambiguous constraints, in order to 
predict a precise alpha matte from just a single RGB picture. 
There are two bits of knowledge behind PMNN. In the first 
place, neural networks are better at learning a bunch of 
straightforward targets as opposed to a mind boggling one. In 
this manner, addressing the series matting of sub-targets can 
accomplish better execution. Secondly, by supervising every 
sub-target allows different components of the system to know 
decoupled knowledge, allowing the sub-targets being 
addressed in one framework. 

Due to the removal of the trimap input, the tests suggest 
that PMNN is more robust in practical scenarios. The 
technique is attempting to determine whether or not a green 
screen is required for ongoing picture matting. In rundown, 
will introduce a neural net framework design called PMNN 
achieving progressively without trimap representation matting. 

II. LITERATURE SURVEY 

There are various picture matting approaches [1] 
(Learning-based matting, propagation-based matting (alpha 
propagation-based matting), sampling-based matting) have 
been used to demonstrate the importance of exact alpha matte 
computation, pixel sample selection, and trimap generation. 
The interval line based picture matting approach is used to 
speed up the matte computation. Learning based matting 
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solutions are becoming more popular among established 
procedures. To improve Matte precision, propagation based 
techniques and sampling based strategies can be combined, 
and learning based matting approaches can be used to modify 
the matte result. 

In [4], the author provides a complete semantic matting in 
the absence of trimap as supplementary information by 
combining a data set of coarse annotations [20, 25] as 
information with fine annotation data. To create a prediction 
of a mask [21, 27] by a network using hybrid information to 
gauge the mask of coarse semantics, and then introduce a 
qualitative unification neural net that can bring together the 
nature of previous output of coarse mask. To estimate the final 
alpha matte, a matting refinement neural net takes in the 
combined mask and information picture. By this it expects to 
predict the opacity of the per-pixel of the frontal area of 
human locale which is very difficult and for the most part 
requires trimap and a lot of excellent annotations on the 
information. Annotation on such information is work 
concentrated and requires extraordinary abilities beyond the 
ordinary use, particularly taking into account the exceptionally 
point by point hair part of people [13]. 

By incorporating neural net into the process of learning an 
alpha matte principal propagation, [5] proposes a deep 
proliferation based picture matting structure. The deep 
component extraction module, the propagation of matte 
module, and the learning affinity [15] module are connected to 
create the deep learning engineering. By using the training 
process from end to end, these three components can be 
separated and streamlined in relation to one another. By 
learning deep picture depictions tuned to propagation matte, 
the structure creates a semantic-level sequence of 
comparability of pixels for proliferation. It consolidates the 
force of deep learning and matte proliferation. The complex of 
training was approved by the exploratory outcomes from 
243K pictures made in light of two benchmark matting data 
sets. In order to understand [23] deep picture representation 
with an adaptation to propagation of alpha matte and create 
more appealing pairwise propagation compatibility, for the 
design of a DeepMattePropNet. 

Past calculations have terrible showing when a picture has 
comparable frontal area and foundation tones or textures of 
complication. The main reasons are due to older 
methodologies. a) using only features of low-level, b) lack of 
context from high level. In this [6] study, presents a unique 
deep neural net-based approach that addresses both of these 
problems. There are two parts to the deep framework. The first 
section is a convolutional neural encoder-decoder model that 
predicts an alpha matte of a picture using a picture and the 
comparative trimap as information sources. The next section is 
a small convolutional neural net that enhances the prior 
network’s alpha matte forecasts to see more precise alpha 
quality and finer borders. Moreover, they’ve also created a 
massive scope picture matting data - set, which includes 
training pictures of 49300 and 1000 test pictures. And 
evaluated the calculation using a picture matting benchmark, a 
trial set, and a variety of real-life images. The calculation 
clearly outperforms previous strategies in the trials. 

By thoroughly examining numerous differences between 
the foreground and background images, Jizhizi Li et al.[31] 
identified the  domain gap issue between composite images 
and real-world photos. They discover that a properly planned 
composition route RSSN that seeks to lessen the disparities 
can result in a superior model with impressive generalization 
ability. Additionally, they offer a benchmark that includes 
10,000 portrait photographs with their manually labelled alpha 
mattes and 2,000 high-resolution real-world animal images, to 
be used as a test set for determining how well the matting 
model generalises to real-world images. To fully utilize the 
trimap information in the transformer block, GyuTae Park et 
al. [32] suggest a transformer-based image matting model 
called MatteFormer. The initial step in our procedure is the 
introduction of a prior-token, which is a global representation 
of each trimap region (e.g., foreground, background and 
unknown). As global priors, these prior-tokens take part in 
each block's self-attention process. PAST (Prior-Attentive 
Swin Transformer) blocks, which are used at each stage of the 
encoder and are based on Swin Transformer blocks but differ 
in a few ways. 

III. DATA COLLECTION 

It’s interesting that the offer the Photographic Portrait 
Matting benchmark (PPM-100) includes 100 representative 
photographs with meticulous annotations and various 
foundations. In order to modify the example varieties in PPM-
100 and assure test variety, need to characterise a few ordering 
rules. For illustration, (a) if the entire human body has been 
included; (b) is the picture foundation occluded; (c) if the 
person is carrying any other items. Since this is more in line 
with the practical uses, need to respect small items that people 
hold as part of the closer view. The examples in PPM-100 do 
have flamboyant postures and more regular foundations, as 
shown in Fig. 1. In this approach, the PPM-100 standard is a 
more thorough benchmark. 

 
Fig. 1. The PPM-100 data set. 

 Fig. 1, has more variation in the frontal areas and unique 
picture foundations. To display experiments having thin hair 
[10], including more elements [11], and in the absence of 
bokeh or in the presence of full-body. 

IV. METHODOLOGY 

PMNN comprises three branches, which gain disparate 
sub-targets through unambiguous requirements. A low-goal 
branch for measuring human semantics is present in PMNN 
and is controlled by the base truth matte’s thumbnail. As a 
result, a high-goal branch that is familiar with the center 
around the representation limits is controlled by the progress 
area (α ε (0, 1)) in the base truth matte. In order to predict the 
final alpha matte, a combination branch (controlled by the full 

https://link.springer.com/article/10.1007/s11263-021-01541-0#auth-Jizhizi-Li
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base truth matte) is introduced toward the end of PMNN. So 
that it can examine the branches employed to address each 
sub-objective in the subsections that follow. 

 
Fig. 2. Block diagram of PMNN. 

Fig. 2 uses three associated branches, S, D, and C. PMNN 
predicts human semantics sp, edge subtleties dp, and last alpha 
matte p given an information image I. So that it is easy to 
simplify PMNN from beginning to end because the 
disintegrating sub-targets are correlated and help reinforce one 
another. 

1) Semantic assessment: The first phase of PMNN is to 

locate the person information Picture I, much like other 

existing frame-work techniques. It is essential that to only use 

an encoder, or the low-goal branch S of PMNN, to extract the 

high-level meanings, it has two primary benefits. First, since 

the decoder is no longer used to perform semantic assessment, 

it will be more effective. Finally, resulting branches and joint 

streamlining benefit from the high level depiction S(I). As a 

backbone for S, any CNN [9] [12] can be used. Framework 

chose the MobileNetV2 [7] technology and [8], a great model 

created for cell phones, as the S in order to operate with 

continuous collaboration. 

S(I) is through into a convolution layers that is initiated by 
the sigmoid activation function to bring down the channel 
count to 1 in order to estimate the sp coarse semantic mask. 
And to control sp using a small portion of the fundamental 
truth matte αg. So the block employ loss of L2 here because sp 
should be smooth, 

like in: 

     
 

 
               

Where G represents Gaussian blur and also represents the 
16x down sampling. It eliminates the fine designs (like hair) 
that are not fundamental for human semantics. 

2) Detail assessment: A high-goal branch D that uses I, 

S(I), and the low-level components of S as information sources 

surrounds the frontal area representation in the progress. 

Reusing the low-level spotlights is done in order to reduce the 

computational burden on D. Additionally, enhancing D in the 

three following perspectives: (a) Compared to S, D has less 

convolution layer; (b) The convolution layer in D are chosen 

with lower channels; (c) Through D, the block doesn’t 

maintain the initial information resolution. In actuality, D has 

a max channel count of 64 and comprises 12 convolution 

layer. In the first level, the feature resolution of the map is 

down-scaled to 1/4 of I, and in the following two levels, it is 

recovered. 

The D outcome results as D(I, S(I)), the intricacy between 
the sub target human semantic S(I) of high level is needed in 
prior for detail assessment. From D(I, S(I)), determine the 
maximum detail matte dp and grip it along loss of L1, as 
follows: 

                   

where md serves as a binary mask for Ld to emphasise the 
representational boundary. Erosion and dilation on αg result in 
the production of md. If the pixels are inside the transitional 
area, its attributes are 1, otherwise they are 0. In actuality, the 
pixels in the dim area of the trimap are those with md = 1. 
Despite the possibility of inaccurate quality in dp for pixels 
with md = 0, it has great accuracy for pixels having md = 1. 

3) Semantic-detail combination: A direct CNN module, 

the combination branch C in PMNN combines semantic and 

detail. Firstly increase the sample size, to align S(I) from with 

D(I, S(I)). At that point, S(I) and D(I, S(I)) is added to estimate 

alpha matte αp, which is anticipated by: 

                      

where Lc is the loss of composition. The background 
picture ground truth, the frontal area ground truth and the 
outright difference between the information picture I and the 
composited picture obtained from αp are all estimated. 

Using the appropriate amounts of Ls, Ld, and Lα PMNN is 
ready from beginning to end. 

                        

where, adjusting the three loss: λs, λd, and λα are hyper 
parameters. The process of training the hyper parameter is 
robust. Which lay down λs = λα = 1 and λd = 10. 

V. RESULT 

The below Fig. 3 represents the outcome from the 
framework and the Fig. 4 represents the sample comparison 
between the generated alpha matte and the dataset alpha matte. 

The output of a model is tested using an image similarity 
measures of PSNR - peak signal-to-noise ratio using the 
formulas as shown, 

      
                          

     


MSE - Mean Square error. The information picture has M 
row and N column. The following formula is used to 
determine the PSNR: 

               
  

   
 

 
Fig. 3. Output of the framework consisting of RGB Image, extracted frontal 

area and alpha matte (From left to right). 
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Fig. 4. The Comparison result between the generated and PPM alpha matte. 

R is the highest pixel value that the image can contain. 
Notice that to get decibel value logarithm function is used. 

SSIM - Structural Similar Index Measure, is based on 
structures that may be seen in the photograph. In other words, 
SSIM assesses the perceived variation between two analogous 
images. Between -1 and 1, the SSIM score denotes complete 
structural similarity, where 1 being perfect similarity. The 
distance X-Y across two windows: 

            
                         

   
                

      
       



In Fig. 4, the first column displays the alpha matte from 
the PPM - 100 data - set. The second third column picture 
displays the PMNN generated output of alpha matte. The 
PSNR and SSIM calculated values are displayed in the second 
column for the generated picture along with the standard data 
set of PPM - 100. 

The framework not only performs well with the data set 
but also outperforms well along with the real picture captured 
with the cell phones or camera irrespective of the dimension 
or pixels or size of the picture. 

VI. CONCLUSION 

A quick, easy, and interesting PMNN is introduced as a 
result of the framework's aim to avoid the use of a green 
screen [22]. By relying just on RGB photos as data, the 
technique permits the forecasting of alpha mattes under 
changing landscape. The framework operates effectively with 
the PPM-100 data set, as stated in the result section, and also 
with captured images, regardless of the file size and dimension 
of the captured image. The frontal region may now be 
extracted from the image more easily and without the need for 
human interaction thanks to the model editing. 

PMNN is exhibited to have excellent exhibitions on the 
meticulously sketched PPM-100 benchmark and various here 
and now facts. The model's future application must include 
even more accurate and exact extraction of fine hair and fine 
details in the image with a move toward zero error. The one 
significant feature that may be introduced is the user's choice 
of extraction in the image, similar to how the green/blue 
screen offers the option for the fine extraction of required 
frontal area from the device captures. This extraction could be 
an object in the image, a person with some objects, or a person 
alone. 
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