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Abstract—The COVID-19 infection was sparked by the severe 
acute respiratory syndrome SARS-CoV-2, as mentioned by the 
World Health Organization, and originated in Wuhan, Republic 
of China, eventually extending to every nation worldwide in 
2020. This research aims to establish an efficient Medical 
Diagnosis Support System (MDSS) for recognizing COVID-19 in 
chest radiography with X-ray data. To build an ever more 
efficient classifier, this MDSS employs the concatenation 
mechanism to merge pretrained convolutional neural networks 
(CNNs) predicated on Transfer Learning (TL) classifiers. In the 
feature extraction phase, this proposed classifier employs a 
parallel deep feature extraction approach based on Deep 
Learning (DL). As a result, this approach increases the accuracy 
of our proposed model, thus identifying COVID-19 cases with 
higher accuracy. The suggested concatenation classifier was 
trained and validated using a Chest Radiography image database 
with four categories: COVID-19, Normal, Pneumonia, and 
Tuberculosis during this research. Furthermore, we integrated 
four separate public X-Ray imaging datasets to construct this 
dataset. In contrast, our mentioned concatenation classifier 
achieved 99.66% accuracy and 99.48% sensitivity respectively. 

Keywords—COVID-19; deep learning; transfer learning; 
feature extraction; concatenation technique 

I. INTRODUCTION 
A group of viruses named Coronaviruses, which includes 

MERS-CoV, SARS-CoV, and finally SARS-CoV-2, are likely 
reasons for mild to severe respiratory illnesses [1]. As reported 
in the report from the World Health Organization, the COVID-
19 infection was espoused by the severe acute respiratory 
syndrome SARS-CoV-2 and originated in Wuhan, Republic of 
China, before spreading to every country and territory 
throughout the world in 2020 [2]–[4]. Furthermore, in the 
preliminary days of SARS-CoV-2, various respiratory 
symptoms including hyperthermia, cough, shortness of breath, 
exhaustion, and finally pneumonia are frequent [5], [6]. 
COVID-19 influences the cardiovascular and respiratory 
systems, and in extreme situations, it might result in multiple 
organ dysfunction syndrome or acute respiratory distress. 

As a necessary consequence, COVID-19 diseases have 
become a major health concern that has spread globally. As a 
result, emerging innovations are important in preventing the 
outbreak of the epidemic. For these reasons, researchers 
throughout the world collaborate and work on strategies to 
overcome the virus's obstacles. In particular, new Artificial 
Intelligence (AI)-based methods can eliminate interpersonal 
physical-contact [7]–[11]. Drones, for instance, might be used 

to sterilize public areas and thermal cameras could be used to 
detect rising temperatures. 

In reality, the two subsets of AI are employed to health data 
analysis: the first subset is Machine Learning (ML) and the 
second is Deep Learning (DL) approaches, including 
radiography images or computed tomography scans, have been 
shown to be useful on detection of illness and monitoring [12]–
[14], [15]–[17]. As a result, various types of human maladies, 
like as Parkinson's disease [18]–[21], brain tumor segmentation 
[22], [23], breast cancer [24], diabetes [25], medical image 
segmentation [26], and heart disease prediction [27]–[30], 
atherosclerosis diseases [31], could be identified using such 
techniques. AI advancements have also contributed in the 
development of a wide range of other scientific fields [32]–
[34], [35]–[39]. 

This research focuses to establish a consistent MDSS [40] 
for monitoring COVID-19 in Chest Radiography data from a 
variety of virus diseases and pulmonary infections [41]–[44]. 
The essential innovation of this MDSS is the employment of 
the concatenation mechanism to merge pretrained 
convolutional neural networks (CNNs) predicated on Transfer 
Learning (TL) techniques to generate an efficient classifier. As 
a result, we integrated four separate X-Ray image databases in 
this work to introduce a further dataset, containing four 
categories: COVID-19, Viral Pneumonia, Normal, and finally 
Tuberculosis. Our suggested classifier was trained and 
validated using this novel dataset. 

The remainder of this paper is organized as follows: The 
materials and methods are presented in Section II. The 
experimental results and discussion are presented in 
Section III. Finally, in Section IV, we conclude our work with 
some future research prospects. 

II. MATERIALS AND METHODS 

A. Schematic of the Planned COVID-19 Monitoring MDSS 
We present, in this research, an automated method for 

classifying COVID-19 cases predicated on different TL 
classifiers (Fig. 1). This automated approach proposed is 
founded on the concatenation mechanism among two 
pretrained classifiers of the TL approach. This approach 
integrates the information taken from both Base-Models to 
construct the final classification result, which improves 
performance. To begin, we use the Keras library to choose two 
pre-trained classifiers (VGG16 and VGG19). The training and 
testing datasets of chest X-Ray images were produced using 
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four main public databases. COVID-19, Normal, Pneumonia, 
and Tuberculosis cases are included in this dataset. The 
pictures in the produced database are subjected to a series of 
preprocessing operations. By using the default channel of the 
network's input structure, all the Chest Radiography images 
were standardized to similarly input sizes (224×224×3). 

In this architecture, the X-Ray training dataset is used to 
train our proposed concatenation classifier. We employ a cross-
validation approach to validate the training phase after we have 
constructed the classifier to prevent the over-fitting problem. 
Our proposed classifiers’ classification results were then 
evaluated using the testing dataset. Finally, the suggested 
concatenation classifier's performance was assessed using 
confusion matrices and a variety of score measures. 

B. Dataset Description 
This subsection gives a summary of the datasets used 

during this research. This work was focused on the gathering 
and analysis of four public databases separated into four 
classifications: “COVID-19”, “Tuberculosis”, “Normal”, and 
finally “Viral Pneumonia”. The final dataset employed is 
mentioned in Table I. We exhibit different exemplary instances 
of the obtained dataset in Fig. 2. 

 
Fig. 1. Schematic Depicting the Planned Classification MDSS Design. 

TABLE I. OVERVIEW OF THE MEDICAL X-RAY IMAGES DATABASE 
SAMPLES 

Dataset Class Training 
(90%) 

Testing 
(10%) 

Total 
(100%) 

Ref. 
Dataseta,b,c,d 

COVID-19 1206 134 1340 
Viral Pneumonia 1581 176 1757 
Tuberculosis 3150 350 3500 
Normal 2024 225 2249 

Total 7961 885 8846 
a. “COVID-19 Radiography Database” 

b. “COVID-19 Detection X-Ray Dataset” 
c. “COVID-19 Patients Lungs X-Ray Images” 
d. “Tuberculosis (TB) Chest X-Ray Database” 

    
(a) (b) (c) (d) 

Fig. 2. Specimens of Chest Radiography Images from the Four Categories: 
(a) COVID-19 Specimen; (b) Normal Specimen; (c) Viral Pneumonia 

Specimen; (d) Tuberculosis Specimen. 

C. Background on TL Algorithms 
Instead of developing and learning a CNN from scratch, the 

TF technique can be used. This technique is a paradigm of 
machine learning and as such, it is concerned with the 
knowledge and expertise gained while performing a task. In 
deep learning, this strategy is applied where the beginning 
points are saved as pretrained classifiers. This makes it easier 
for training and accurate efficiency. VGG16 and VGG19 are 
two pre-trained CNN classifiers that are shareable, and 
available. They had already been trained on a number of 
databases, including ImageNet. On a vast scale, it's a massive 
hierarchical image database. The technical structure of the TL 
classifiers is depicted in Fig. 3. 

 
Fig. 3. The Detailed Structure of the TL Classifiers: (a) VGG16 Classifier; 

(b) VGG19 Classifier. 

D. Planned Concatenation Classifier Depending on TL 
Technique 
This subsection explains the technical structure of our 

classifier, which is shown in Fig. 1. In fact, we used two 
modified pre-trained TL classifiers, VGG16 and VGG19, both 
having an identical configuration input dimension, to build our 
recommended classifier with an initial input size of 3 channels, 
and 224×224 dimension (224×224×3). The entire flowchart of 
this classifier is shown in Fig. 4.  

Pre-processing 
(224 × 224 × 3) 

 

VGG 19 Model VGG 16 Model 

Build the 
Model 

Concatenate Technique 

Validation Results 
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Fig. 4. The Suggested Concatenated Classifier's Design. 

III. RESULTS AND DISCUSSION 

A. Classifier Performance Evaluation 
1) Confusion matrix and evaluation metrics: The 

confusion matrix gives additional feedback about the 
performance of a classification algorithm, including properly 
predicted classes, incorrect classes, and the types of errors 
made. This will help to gather four critical factors for 
calculating the accuracy of the proposed classifier. TP (True 
Positive), TN (True Negative), FP (False Positive), and finally 
FN (False Negative) are the four elements. Expressions below 
give the confusion factors for the “COVID-19” class as 
depicted in Table II. 

The five indicators employed in this work to evaluate our 
proposed classifier: Precision, Specificity, Sensitivity, Negative 
Predictive Value (NPV), and the last indicator is Accuracy. 

2) Cross-validation technique: In the ML challenge, the 
Cross-Validation (CV) technique employs the K-Fold CV 
method. In fact, we begin by separating the data into training 
and testing sets. Folds have been generated from our training 
set, which have been divided into K subsets. Thereafter, we 
repeatedly fit the model K times, training the data on folds K-
1 and assessing fold K each time. At the completion of the 
training, we average the performance on each of the folds to 
determine the classifier's final validation metrics. Fig. 5 
provides a CV method implementation example. 

TABLE II. DEFINITION OF CONFUSION MATRIX FACTORS 

Confusion Factors Definition 

TP The number of Chest Radiography images that are 
forecast exactly as COVID-19. 

TN The number of Chest Radiography images that are 
forecast exactly as not COVID-19. 

FN The number of Chest Radiography images that are 
forecast erroneously as not COVID-19. 

FP The number of Chest Radiography images that are 
forecast erroneously as COVID-19. 

 
Fig. 5. Example of the Cross-validation Method Implementation with a K-

Fold Equal to 4. 

B. Experimental Results 
1) Results of the planned classifier training: The planned 

concatenation classifier was built on the Google Collab 
platform, in this work. It's an AI virtualization technology 
(Cloud Computer Service) for AI research. An Intel Xeon 
Processor with 2 cores running at 2.20 GHz, 13GB of RAM, 
and finally a Tesla K80 GPU with 12GB of GDDR5 VRAM 
were used in this workstation. To validate this work, we used 
4-fold cross-validation to build our planned concatenation 
classifier over 25 epochs to assure similar results. The charts 
for our Chest Radiography image datasets training and 
validation for fold 4 are described in Fig. 6. 

2) Results of the planned classifier testing: We may infer 
that our suggested classifier gives a robust classification of the 
four classes based on the results of our research. For all 
classification k-fold classifiers, the TP value for all categories, 
is higher than either the FP and FN numbers. In all k-fold 
classifiers, the COVID-19 class of FP and FN values is lower 
than the other classes. This indicates that our concatenation 
classifier has a low risk of confusing COVID-19 infected 
instances. The confusion matrix of the concatenated classifier 
for all folds is shown in Fig. 7. 
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(a)      (b) 

Fig. 6. Curves Produced in Fold 4: (a) Accuracy; (b) Loss. 

  
(a)      (b) 

  
(c)      (d) 

Fig. 7. The Confusion Matrix of the Concatenated Classifier: (a) 1-Fold CM, (b) 2-Fold CM, (c) 3-Fold CM and (d) 4-Fold CM. 

A ROC curve could be used to examine these results. This 
diagnostic test depicts the ratio of False Positive Rate against 
True Positive Rate as represented by this curve. A ROC curve, 
in general, helps to compare several classifiers based on the 
AUC variable's value. The ROC curve for our concatenation 
classifier in fold four is shown in Fig. 8. 

Table III presents the performance evaluation scores of our 
proposed concatenation classifier for each fold to help 
elucidate these results. 

C. Discussion 
In this paper, we developed an innovative COVID-19 

diagnostic classifier based on a concatenation mechanism and 
two pre-trained TL classifiers. The goal of this proposed 
classifier is to provide the best algorithm possible for the 
detection of COVID-19 cases. This classifier was built and 
tested applying a dataset of produced Chest Radiography 
images from four different databases. Tuberculosis, 
Pneumonia, Normal and COVID-19 are the four classes in this 
dataset. In fact, we noticed in the experimental results section 
that our proposed classifier had a 99% accuracy for all folds. 
Furthermore, this classifier has a loss value of less than 3%. 
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Fig. 8. ROC Curves Findings for the Concatenated Classifier in Fold 4. 

Many specialists from around the world have written and 
published articles on the coronavirus that causes COVID-19 
disease in the previous two years. In recently published 
findings, AI Algorithms have been utilized to examine X-Ray 
images and assist in the diagnosis of infected cases. DL 
algorithms are the most frequent in image categorization 
because they produce better results than classical ML methods. 
In this subsection, we will examine the research published that 
applies DL approaches to detect COVID-19 by employing 
innovative methodologies. 

COVIDetection-Net is a classifier used in the 
categorization of Chest Radiography images proposed by the 
authors in [45]. To extract the features, this classifier uses 
ShuffleNet and SqueezeNet networks, as well as Multiclass 
SVM to classify them. The suggested classifier had a 99.44% 
accuracy using a multi-class database (COVID-19, normal, 
Bacterial pneumonia, and Viral pneumonia). 

Another paper published in [46], proposed a classifier 
called SARS-Net, by combining Graph CNN and CNN. X-Ray 
pictures from five different datasets were used to create this 
classifier, which had a classification accuracy of 97.6%. 

A concatenation classifier was suggested in the scientific 
paper [47], to merge features retrieved employing the CNN 
with two pretrained models based on TL approaches like as 
ResNet-18 and GoogleNet. The two datasets used in this study: 
X-Ray images, and CT scans, contained binary classes: 
COVID-19, and non-COVID-19 for each dataset. The 
proposed classifier archived an accuracy of 98.9% and 99.3% 
for CT and X-Ray images. 

The authors published a comparison analysis depending on 
TL approaches in [48]. This study proposes two modified 
models: MobileNetV3, and ResNet18. These models were 
developed using a database that included five categories: 
“COVID-19”, “Tuberculosis”, “Normal”, “Bacterial 
Pneumonia”, and finally “Viral Pneumonia”. The accuracy of 
the proposed models was 99.3% and 99.6% for ResNet18 and 
MobileNetV3, respectively. 

The mentioned works in this section show an improved 
recognition models by focusing on the analysis of the dataset 
used, the optimization of hyper-parameters, or the combination 
of the performance of several models based on various 
algorithms. However, feature engineering is an intriguing 
phase in recognition system development. Indeed, using 
extracted characteristics improves the performance of a 
recognition system. Indeed, the success of the categorization 
system is directly reliant on the recovered primitives. In 
Table IV, we summarized the performances finding of 
concatenation-based classifiers in comparison to our proposed 
classifier. 

TABLE III. PERFORMANCE OF THE PROPOSED CONCATENATED CLASSIFIER ON EACH FOLD 

Folds Loss Accuracy Precision Sensitivity Specificity NPV 

F1 0.027 99.43% 99.41% 99.28% 99.81% 99.82% 

F2 0.030 98.75% 98.38% 98.73% 99.60% 99.56% 

F3 0.051 98.87% 99.07% 98.40% 99.59% 99.66% 

F4 0.015 99.66% 99.75% 99.48% 99.87% 99.90% 

TABLE IV. COMPARATIVE RESULTS FOR THE PROPOSED CLASSIFIER WITH RELATED STUDIES 

Studies Classifiers used Accuracy Precision Sensitivity 

[45] COVIDetection-Net 99.44% 94.42% 94.45% 

[46] SARS-Net 97.6% N/A 92.9% 

[47] Concatenation 
CNN_ResNet18_GoogleNet 99.3% 99.79% 98.8% 

[48] 
ResNet18 99.3% 99.23% 99.36% 

MobileNetV3 99.6% 99.5% 99.5% 

Proposed classifier Concatenation VGG16_VGG19 99.66% 99.75% 99.48% 
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IV. CONCLUSION 
In conclusion, using the X-Ray images dataset, we provide 

a COVID-19 detection mechanism. The proposed 
concatenation classifier was built and tested utilizing a dataset 
of Chest Radiography images divided into four categories: 
COVID-19, Viral Pneumonia, Normal, and Tuberculosis. We 
integrated four separate online X-Ray picture collections to 
create this dataset. Concerning the novelty of this work, we use 
in the feature extraction phase a parallel deep feature extraction 
approach based on the TL models. This feature extraction 
approach increases the accuracy of our proposed models, thus 
identifying COVID-19 cases with higher accuracy. The 
proposed concatenation classifier achieved 99.6% accuracy and 
99.48% sensitivity, respectively. 

In future studies, we hope to use the proposed design to 
classify other illnesses, such as Parkinson's disease, heart 
disease, and cancer. Nonetheless, we want to use Artificial 
Intelligence of Things (AIoT) to enhance the resilience and 
accuracy of our MDSS for monitoring pandemics and tumors. 
This field is referred to as AIoT, and it integrates IoT 
infrastructure with artificial intelligence (AI) technology. 
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