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Abstract—Alzheimer’s disease (AD), a chronic neurodegener-
ative brain disorder, caused by the accumulation of abnormal
proteins called amyloid, is one of the prominent causes of
mortality worldwide. Since there is a scarcity of experienced
neurologists, manual diagnosis of AD is very time-consuming and
error-prone. Hence, automatic diagnosis of AD draws significant
attention nowadays. Machine learning (ML) algorithms such as
deep learning are widely used to support early diagnosis of AD
from magnetic resonance imaging (MRI). However, they provide
better accuracy in binary classification, which is not the case
with multi-class classification. On the other hand, AD consists
of a number of early stages, and accurate detection of them is
necessary. Hence, this research focuses on how to support the
multi-stage classification of AD particularly in its early stage.
After the MRI scans have been preprocessed (through median
filtering and watershed segmentation), benchmark pre-trained
convolutional neural network (CNN) models (AlexNet, VGG16,
VGG19, ResNet18, ResNet50) carry out automatic feature ex-
traction. Then, principal component analysis is used to optimize
features. Conventional machine learning classifiers (Decision Tree,
K-Nearest Neighbors, Support Vector Machine, Linear Program-
ming Boost, and Total Boost) are deployed using the optimized
features for staging AD. We have exploited the Alzheimer’s
disease Neuroimaging Initiative(ADNI) data set consisting of AD,
MCIs (MCI), and cognitive normal (CN) classes of images. In
our experiment, the SVM classifier performed better with the
extracted ResNet50 features, achieving multi-class classification
accuracy of 99.78% during training, 99.52% during validation,
and 98.71% during testing. Our approach is distinctive because it
combines the advantages of deep feature extractors, conventional
classifiers, and feature optimization.

Keywords—Alzheimer’s disease; brain images; machine learn-
ing; deep learning; brain disorder; ADNI dataset

I. INTRODUCTION

The neurological illness known as Alzheimer’s dis-
ease(AD) affects the central nervous system and gradually
worsens memory and cognitive function over time [1], [2].
Eventually causing the affected person to lose the ability
to learn new information and to retain previously learned
information [3] which severely impedes people’s daily lives
such as failing to recognize the family members and per-
forming essential daily activities leaving the patients with
anxiety, aggressiveness, or childish behavior [4]–[6]. Studies
[7]–[11] shown that the neurological deterioration of this

disease includes the accumulation of abnormal beta-amyloid
proteins and phosphorylated tau resulting in depreciation of the
hippocampus and cerebral cortex while expanding the ventri-
cles that leads affecting brain regions involved in remembering,
thinking, planning, and decision-making.

Usually, AD symptoms appear after the age of 60 with
rare exceptions that emerge relatively early at the age of 30
to 50 years in individuals with gene mutation [12]. How-
ever, the transition from a healthy state to AD takes several
years [13] while going through three different stages, namely,
normal controlled (NC), mild cognitive impairment (MCI),
and AD. Among the three stages of Alzheimer’s, MCI is the
symptomatic stage, progressing to its most severe form over
time. Since it leads a patient to experience a set of symptoms
[14] it incurs huge costs for their proper care and treatment
[15]. Therefore, early detection of the disease is essential
for initiating treatments, minimizing brain cell damage, and
enhancing the quality of life of affected individuals and their
families

In the conventional diagnostic system, Alzheimer’s patients
can be diagnosed the late stages of the disease’s progression.
In the early stages, the symptoms are similar to those of
normal aging. Also, in the conventional system, it is difficult
to determine the stages of the disease which may prevent
the patient from starting treatment earlier. Besides this, the
conventional diagnostic system is limited by the availability
of expert physicians and medical tools.

There are studies for automating the diagnosis of this dis-
ease. Conventional machine learning and deep learning-based
approaches are proposed [16] to classify AD and their stages
from different modalities of data. These Machine learning
techniques specifically, deep learning techniques are gaining
success in the early diagnosis of AD from magnetic resonance
imaging (MRI) modality having better accuracy in binary clas-
sification while suffering in multiclass classification [2], [17]–
[22]. Conventional machine learning leverages handcrafted
features while deep learning methods automatically extract
features in regression and classification tasks. Studies have
shown that the use of conventional machine learning and deep
learning techniques combines the strengths of each to create a
more accurate and reliable diagnostic tool [3].

Deep Learning models combined with MRI data can give
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a high degree of diagnostic accuracy of age-related cognitive
decline (ARCD) in dementia patients [4], [21]. It has been
argued that deep learning approaches produce the sufficient
information necessary to correlate AD sample data [13]. Deep
learning enables the characterization of AD in MRI images
by generating computational models with multiple processing
layers. It automatically retrieves its necessary information from
input images, without the intervention of the expert who
labels the information, as in a standard Machine Learning
model [23]. Besides the conventional machine learning models
demonstrated state-of-the-art performance in classification and
regression tasks if the feature is provided. Considering the
classification performance of conventional machine learning
models and the automatic feature extraction capacity of deep
learning models, specifically CNN, we utilized the strength
of both approaches in our study to get better performance in
multi-class classification. In this work, we have selected struc-
tured MRI (sMRI) data rather than multimodal or other single
modal data considering the benefits mentioned in [21]. The
data were collected from Alzheimer’s Diseases Neuroimaging
Initiatives (ADNI) database (adni.loni.usc.edu). Here, a robust
and efficient machine learning model has been proposed for
analyzing brain MRI images. There are five main phases in
this work: (a) MRI Preprocessing (b) Region clustering (c)
feature extraction (d) feature optimization and (e) classification
of AD into one of its three stages. At first, preprocessing
was performed. Preprocessing was necessary to alleviate the
problem of low contrast and enhance image quality. The
preprocessing tasks include skull removal, intensity normal-
ization so that the mean is zero and variance is one, and
image enhancement with histogram equalizations, and mean
and median filtering techniques. For region clustering, we
have experimented with otsu, edge-based clustering, k-means,
region growing, morphology-based clustering, and fuzzy C-
means algorithms and found the watershed algorithm suitable.
From the clustered images we have selected 64 three-view
patches of size 128 by 128 for further analysis.

To alleviate the problem of low contrast and enhance image
quality watershed algorithm has been applied to the MRI
image. For clustering, a region-based clustering technique that
performs better than other state of art techniques has been
chosen. The clustered image is further processed to extract fea-
tures through the use of multiple deep-learning techniques. The
principal component analysis was performed to find fine-tuned
optimized features. Finally, these features are then input into a
machine learning algorithm to classify the disease into its three
major AD phases. The main contribution of our work are: 1)
Combining the strength of both conventional and deep machine
learning techniques for achieving better accuracy in multi-
class classification of AD stages. 2) Improved performance
with single modality structural MRI (sMRI) analysis without
computing the whole brain. 3) Addressing dataset inconsis-
tency and enhancing contrast quality and visibility through
the use of contrast amplification techniques. 4) Selection of
region clustering technique to find uniform samples for feature
extraction that exhibits improved performance compared to
conventional techniques.

The paper is organized as follows: Section II introduces
the materials and methods including chosen dataset. Section
III includes result analysis. Section IV incorporates the related
works and discussion. Finally, the conclusion is drawn in

Section V.

II. MATERIALS AND METHODS

The workflow for the proposed framework of Alzheimer’s
detection mechanism has been divided into several steps such
as data collection, data preprocessing, region clustering, feature
extraction, feature optimization, classification, and evaluation
presented in Fig. 1.

First, the brain MR images have been collected from
ADNI. The collected images are then preprocessed through
several preprocessing techniques such as intensity normaliza-
tion, image resizing, contrast enhancement techniques, etc.
After completing the pre-processing step, the region clustering
algorithms such as C-means, threshold-based otsu clustering,
K-means, morphology-based, edge-based, watershed, region-
growing, and k-means cluster-based methods have been ap-
plied to find out the distinct region for analysis.

Several deep learning techniques such as VGG16, VGG19,
Alexnet, Resnet18, and Resnet50 have been applied to extract
features from the three view samples selected from clustered
images. Then features are optimized by using principal com-
ponent analysis. Finally, the extracted images are then fed
into five different ML techniques such as ensemble-based LP-
Boost and TotalBoost, tree-based decision tree (DT), distance-
based k-nearest neighbor (KNN), and Support Vector Machine
(SVM) methods for the classification into three different stages
of Alzheimer’s.

A. Dataset

In this study, a subset of the ADNI database has been
considered for the experiment. The database was established
in 2004 as a result of a public-private partnership with the
collaboration of Dr. Michael W. Weiner. The objective of the
ADNI dataset was to find the MRI, PET, clinical and neuropsy-
chological assessments, and another biological marker behind
the development of MCI and AD. The dataset comprises of
2042 brain MR images representing three different stages of
AD such as AD, CN, and MCI. The details of the data are
provided in the Table I.

TABLE I. DEMOGRAPHIC INFORMATION OF THE ADNI1:COMPLETE 2YR
1.5T DATASET

Class
Label

Nunmber
of Scan

Male
Subject

Female
Subject

Age
(Avg. +-std.)

CN 567 271 296 75.12+-8.10
MCI 1206 797 409 76.81+-5.51
AD 269 137 132 75.73+-7.17

The data imbalance problems were avoided by duplicating
the MRIs. As we have sampled three view patches from seg-
mented regions to ensure the representation of each significant
region the repeated MRIs do not bias the model performance.
We have considered total of 1546 MRIs for the experiment
(CN-470, MCI-477, AD-599).

B. Data Preprocessing

In our work, at first, we removed the skull from the
MRI images. Then we performed intensity normalization so
that the mean intensity is zero while keeping the intensity
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Fig. 1. Conceptual flow of the proposed model.

variance one. We used several pre-processing techniques for
contrast enhancement like histogram equalization, contrast
limiting adaptive histogram equalization (CLAHE), mean, and
median filtering techniques. These techniques are widely used
preprocessing methods for medical imaging [24], [25]. The
effects of these techniques have been depicted in Fig. 2.
Table II represents the comparison of the performance of the
preprocessing techniques in terms of mean structural similarity
(MSSIM), peak signal-to-noise Ratio (PSNR), and root mean
square error (RMSE). It is found that the Median filter outper-
forms other techniques.

TABLE II. COMPARISON OF VARIOUS PREPROCESSING TECHNIQUES

Preprocessing Technique MSSIM PSNR RMSE
Intensity Transformation 0.9940 12.6433 0.2333
Histogram Equalization 0.9386 3.1293 0.6975
Contrast Limited Adaptive
Histogram Equalization (CLAHE) 0.9856 9.1310 0.3495

Mean Filter (3 by 3) 1 32.7397 0.0231
Median Filter (3 by 3) 1 37.5815 0.0132

C. Region Clustering

In this work, we have applied several region clustering
algorithms such as Threshold Based OTSU methods, Edge

Based CANNY filter, region-based region-grow method, Mor-
phological Based THIN filter, K-means Clustering (k=4),
Fuzzy Based C-means Clustering (c=4), Watershed with sobel
filter considering their wide acceptance in medical imaging
[26], [27]. To choose the appropriate method for our system
we have calculated the evaluation metrics PSNR, SSIM, and
RMSE of these clustering algorithms. In Fig. 3 different output
images after using various clustering techniques have been rep-
resented. It has been proclaimed here that the Watershed-based
clustering technique provides a better image than other tech-
niques. The performance of image enhancement techniques is
measured based on evaluation metrics PSNR, MSSIM, and
RMSE scores. Table III represents the comparison of different
pre-processing techniques. Based on the experimental result it
has been found that the watershed algorithm outperforms other
algorithms. Here the highest value of MSSIM and PSNR as
well as the lowest value of RMSE has been considered to select
the method for the system.

D. Sample three View Patch and Feature Extraction

From the segmented images, we have sampled three view
patches as inspired from [2], [21], [22] for further analysis.
From each segment of an MRI, we have generated 16 uni-
formly random three-view patches of size 128 by 128 by 3.
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Fig. 2. Effects of various enhancement techniques.

Fig. 3. Images with different clustering techniques.

Then, these are fed to benchmark CNN. In this paper, we
have deployed five different benchmark CNN models such
as AlexNet, VGG16, VGG19, ResNet18, and ResNet50. We
have got the best results using ResNet50. The CNN generated
a feature vector of size 262,144. We have applied principal
component analysis for selecting optimal 8192 features from
262144 extracted by CNN.

E. Classification

In this paper, we have used five different classifiers (consid-
ering their classification performance as reputed in [28], [29])
such as DT [30], SVM [31], KNN [32], Linear programming
boosting (LPBoost), and TotalBoost [33] after the feature
extraction through different techniques.
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TABLE III. PERFORMANCE ANALYSIS TABLE FOR IMAGE
SEGMENTATION TECHNIQUES

Clustering Technique MSSIM PSNR RMSE
Threshold-based (otsu) 0.9878 9.9152 0.3193
Edge-based (canny) 0.9957 12.1325 0.2474
Watershed (Gradient and Marker) 0.9989 16.3936 0.1515
K-means clustering (4 cluster) 0.9935 12.3958 0.2400
Region growing (shrink) 0.9963 14.5663 0.1869
Morphology based (thin) 0.9959 12.7946 0.2292
Fuzzy C-means clustering (4 clusters) 0.9289 2.5403 0.7464

III. RESULTS

In this experiment, we have investigated the overall clas-
sification accuracy including the individual precision, recall,
f1-score, accuracy, and misclassification rate. At first, for
each model deep CNN based algorithm such as AlexNet,
VGG16, VGG19, ResNet18, ResNet50 were used to extract
the enhanced discriminative features. Then ensemble-based
TotalBoost, tree-based DT, KNN, and SVM methods were
applied for classification. To identify the classification errors
of the algorithm, we have calculated the confusion matrix for
each method.

A. Performance Evaluation

To evaluate the performance of the models we have con-
sidered several metrics such as precision, negative predictive
value (NPV), sensitivity, efficiency, f1 score, and accuracy.
The number of true positives (TP), false positives (FP), true
negatives (TN), and false negatives (FN) from the confusion
matrix are used to define the performance metrics using the
following equations from (1) to (6).

Accuracy(x, y) =
TP + TN

TP + TN + FP + FN
(1)

PPV (x, y) =
TP

TP + FP
(2)

NPV (x, y) =
TN

TN + FN
(3)

Recall or Sensitivity or TPR(x, y) =
TP

TP + FN
(4)

Efficiency orSpecificity or TNR(x, y) =
TN

TN + FP
(5)

F1 Score(x, y) = 2× Precision×Recall

Precision+Recall
(6)

B. Deep Feature Extraction using AlexNet

Experiments show that the AlexNet+ML classifier can
successfully classify the different phases of AD. The overall
classification accuracy for DT classifier achieved 81.5%. SVM,
LPBoost, and TotalBoost attained 95.1%, 80.3%, and 81.6%
accuracy individually. On the other hand, KNN reached the
highest accuracy with 95.8% among the others. This result
assures that the classification is performed correctly. Table
IV illustrates the performance metrics of ML classifier with
AlexNet. The detailed measurements of CN, MCI and AD
classes are presented sequentially. Among all the classifier,
KNN gained the highest average accuracy with 97.20%. Sim-
ilarly, it reduced the minimum average error rate with 2.80%
compared to the DT, SVM, LPBoost, and TotalBoost.

C. Deep Feature Extraction using VGG16

With features extracted by VGG16; DT, KNN, SVM, LP-
Boost and TotalBoost achieved the overall classification accu-
racy by 81.2%, 90.9%, 93.5%, 79.0% and 75.4% respectively.
On the other hand, SVM reached the highest accuracy with
93.5% among the others. Table V illustrates the performance
metrics of the ML classifier with VGG16. The detailed Among
all the classifiers, SVM gained the highest average accuracy
with 95.69%. Similarly, it reduced the minimum average error
rate by 4.31% compared to the DT, KNN, LPBoost, and
TotalBoost.

D. Deep Feature Extraction using VGG19

It has been found that SVM achieved the highest classi-
fication accuracy with 96.1%. DT, KNN, LPBoost, and Total
Boost gained 79.9%, 92.6%, 84.8%, and 82.2% classification
accuracy respectively. Table VI shows the Illustration of the
performance metrics of ML classifier with ResNet50. Among
all the classifiers, SVM gained the highest average accuracy
with 97.41% minimum average error rate of 2.59%.

E. Deep Feature Extraction using ResNet18

The ResNet18+ML classifier model shows the classifica-
tion of 3 different AD phases. SVM achieved the highest
classification accuracy with 91.3%. DT, KNN, LPBoost, and
Total Boost gained 75.1%, 90.0%, 79.0%, and 74.4% classifi-
cation accuracy respectively. An illustration of the performance
metrics of the ML classifier with ResNet18 is given in Table
VII. Among all the classifiers, SVM gained the highest average
accuracy with 94.17% minimum average error rate of 5.83%.

F. Deep Feature Extraction using ResNet50

It has been observed that SVM achieved the highest
classification accuracy with 98.1%. Other classifiers such as
DT, KNN, LPBoost, and Total Boost achieved 81.6%, 91.5%,
85.8%, and 81.6% classification accuracy. From the Table VIII
we can observe that SVM gained 98.71% average accuracy. So,
the average error rate is 1.29.

In Fig. 4 comparison of different CNN models has been
shown. This figure has represented the performance of different
CNN models based on accuracy and error rate. Here, ResNet50
with SVM has been provided with a high accuracy rate which
is 98.71% and an error rate is 1.29% for the dataset. Based
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TABLE IV. PERFORMANCE METRICS FOR THREE CLASS ML CLASSIFIER USING ALEXNET

Model Class Accuracy Precision NPV Recall Efficiency F1 Score

AlexNet+ DT

Alzheimer’s 0.9838 0.9833 0.9841 0.9752 0.9894 0.9793

Cognitive Normal 0.8285 0.6737 0.8972 0.7442 0.861 0.7072

MCI 0.8188 0.7447 0.8512 0.6863 0.8841 0.7143

Average 0.877 0.8005 0.9108 0.8019 0.9115 0.8002

AlexNet+ KNN

Alzheimer’s 1 1 1 1 1 1

Cognitive Normal 0.9579 0.8947 0.986 0.9659 0.9548 0.929

MCI 0.9579 0.9681 0.9535 0.901 0.9856 0.9333

Average 0.9719 0.9543 0.9798 0.9556 0.9801 0.9541

AlexNet+ SVM

Alzheimer’s 1 1 1 1 1 1

Cognitive Normal 0.9515 0.9263 0.9626 0.9167 0.9671 0.9215

MCI 0.955 0.9149 0.9674 0.9247 0.963 0.9198

Average 0.9688 0.947 0.9766 0.9471 0.9767 0.9471

AlexNet+ LPBoost

Alzheimer’s 0.9838 0.9667 0.9947 0.9915 0.9792 0.9789

Cognitive Normal 0.8026 0.7263 0.8364 0.6635 0.8732 0.6935

MCI 0.8188 0.6702 0.8837 0.7159 0.8597 0.6923

Average 0.8684 0.7877 0.9049 0.7903 0.904 0.7882

AlexNet+ TotalBoost

Alzheimer’s 0.945 0.8667 0.9947 0.9905 0.9216 0.9244

Cognitive Normal 0.8155 0.8737 0.7897 0.6484 0.9337 0.7444

MCI 0.8706 0.6915 0.9488 0.8553 0.8755 0.7647

Average 0.877 0.8106 0.9111 0.8314 0.9103 0.8112

TABLE V. PERFORMANCE METRICS FOR THREE CLASS ML CLASSIFIER USING VGG16

Model Class Accuracy Precision NPV Recall Efficiency F1 Score

VGG16 + DT

Alzheimer’s 0.9450 0.9333 0.9524 0.9256 0.9574 0.9295

Cognitive Normal 0.8479 0.7474 0.8925 0.7553 0.8884 0.7513

MCI 0.8317 0.7234 0.8791 0.7234 0.8791 0.7234

Average 0.8748 0.8013 0.9080 0.8014 0.9083 0.8014

VGG16+ KNN

Alzheimer’s 0.9935 1 0.9894 0.9836 1 0.9917

Cognitive Normal 0.9159 0.7368 0.9953 0.9859 0.895 0.8434

MCI 0.9094 0.9681 0.8837 0.7845 0.9845 0.8667

Average 0.9396 0.9016 0.9561 0.9180 0.9598 0.9006

VGG16+ SVM

Alzheimer’s 1 1 1 1 1 1

Cognitive Normal 0.9353 0.8632 0.9673 0.9213 0.9409 0.8913

MCI 0.9353 0.9255 0.9395 0.87 0.9665 0.8969

Average 0.9569 0.9296 0.9689 0.9304 0.9691 0.9294

VGG16+ LPBoost

Alzheimer’s 0.9709 0.9333 0.9947 0.9912 0.9592 0.9614

Cognitive Normal 0.8155 0.7263 0.8551 0.6900 0.8756 0.7077

MCI 0.7929 0.6702 0.8465 0.6563 0.8545 0.6632

Average 0.8598 0.7766 0.8988 0.7792 0.8964 0.7774

VGG16+ TotalBoost

Alzheimer’s 0.9256 0.8167 0.9947 0.9899 0.8952 0.895

Cognitive Normal 0.7767 0.8421 0.7477 0.597 0.9143 0.6987

MCI 0.8058 0.5851 0.9023 0.7237 0.8326 0.6471

Average 0.8360 0.7480 0.8816 0.7702 0.8807 0.7470

on this result it can be notified that SVM and KNN perform
better than other classifiers. The performance of the ensemble
classifier is not that much efficient for AD classification.

IV. DISCUSSION

The main objective of this work is to diagnose of AD in
the early stages accurately. The comparative study of some of
the recent state-of-the-art works in this field with our proposed
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TABLE VI. PERFORMANCE METRICS FOR THREE CLASS ML CLASSIFIER USING VGG19

Model Class Accuracy Precision NPV Recall Efficiency F1 Score

VGG19 + DT

Alzheimer’s 0.9515 0.9500 0.9524 0.9268 0.9677 0.9383

Cognitive Normal 0.8123 0.7263 0.8505 0.6832 0.8750 0.7041

MCI 0.8350 0.6809 0.9023 0.7529 0.8661 0.7151

Average 0.8662 0.7857 0.9017 0.7876 0.9029 0.7858

VGG19+ KNN

Alzheimer’s 0.9871 1 0.9788 0.9677 1 0.9836

Cognitive Normal 0.9320 0.8211 0.9813 0.9512 0.9251 0.8814

MCI 0.9320 0.9362 0.9302 0.8544 0.9709 0.8934

Average 0.9503 0.9191 0.9634 0.9244 0.9653 0.9194

VGG19+ SVM

Alzheimer’s 1 1 1 1 1 1

Cognitive Normal 0.9612 0.9368 0.972 0.9368 0.9720 0.9368

MCI 0.9612 0.9362 0.9721 0.9362 0.9721 0.9362

Average 0.9741 0.9577 0.9813 0.9577 0.9814 0.9577

VGG19+ LPBoost

Alzheimer’s 0.9644 0.9167 0.9947 0.9910 0.9495 0.9524

Cognitive Normal 0.8544 0.8421 0.8598 0.7273 0.9246 0.7805

MCI 0.8770 0.766 0.9256 0.8182 0.9005 0.7912

Average 0.8986 0.8416 0.9267 0.8455 0.9248 0.8413

VGG19+ TotalBoost

Alzheimer’s 0.9450 0.8583 1 1 0.9175 0.9238

Cognitive Normal 0.8479 0.7368 0.8972 0.7609 0.8848 0.7487

MCI 0.8511 0.8617 0.8465 0.7105 0.9333 0.7788

Average 0.8813 0.8189 0.91457 0.8238 0.9119 0.8171

TABLE VII. PERFORMANCE METRICS FOR THREE CLASS ML CLASSIFIER USING RESNET18

Model Class Accuracy Precision NPV Recall Efficiency F1 Score

ResNet18 + DT

Alzheimer’s 0.9159 0.8833 0.9365 0.8983 0.9267 0.8908

Cognitive Normal 0.7767 0.6737 0.8224 0.6275 0.8502 0.6497

MCI 0.8091 0.6596 0.8744 0.6966 0.8545 0.6776

Average 0.8339 0.7389 0.8778 0.7408 0.8771 0.7393

ResNet18+ KNN

Alzheimer’s 0.9968 0.9917 1 1 0.9947 0.9958

Cognitive Normal 0.8997 0.8000 0.9439 0.8636 0.914 0.8306

MCI 0.9029 0.883 0.9116 0.8137 0.9469 0.8469

Average 0.9331 0.8916 0.9518 0.8924 0.9519 0.8911

ResNet18+ SVM

Alzheimer’s 0.9871 0.9833 0.9894 0.9833 0.9894 0.9833

Cognitive Normal 0.9126 0.8632 0.9346 0.8542 0.939 0.8586

MCI 0.9256 0.8723 0.9488 0.8817 0.9444 0.877

Average 0.9418 0.9062 0.9576 0.9064 0.9576 0.9063

ResNet18 + LPBoost

Alzheimer’s 0.9547 0.9000 0.9894 0.9818 0.9397 0.9391

Cognitive Normal 0.7929 0.8632 0.7617 0.6165 0.9261 0.7193

MCI 0.8317 0.5745 0.9442 0.8182 0.8354 0.6750

Average 0.8598 0.7792 0.8984 0.8055 0.9004 0.7778

ResNet18 + TotalBoost

Alzheimer’s 0.9320 0.8333 0.9947 0.9901 0.9038 0.9050

Cognitive Normal 0.7476 0.8316 0.7103 0.5603 0.9048 0.6695

MCI 0.8091 0.5426 0.9256 0.7612 0.8223 0.6335

Average 0.8296 0.7358 0.8769 0.7705 0.8770 0.7360

model has been shown in Table IX.

Jain et al. [34] utilized VGG19 features for classification
using DT and demonstrated 86.62% overall accuracy with
a sensitivity of 78.76% and a specificity of 90.29. The

authors computed the whole brain in their work. Our method
demonstrated higher performance with the VGG16+PCA+DT
pipeline in reduced sampled brain region (accuracy 87.48%,
sensitivity 80.13%, and specificity 90.83%). Pueto-Castro et

www.ijacsa.thesai.org 1239 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 6, 2023

TABLE VIII. PERFORMANCE METRICS FOR THREE CLASS ML CLASSIFIER USING RESNET50

Model Class Accuracy Precision NPV Recall Efficiency F1 Score

ResNet50 + DT

Alzheimer’s 0.9482 0.9250 0.9630 0.9407 0.9529 0.9328

Cognitive Normal 0.8317 0.6842 0.8972 0.7471 0.8649 0.7143

MCI 0.8511 0.8085 0.8698 0.7308 0.9122 0.7677

Average 0.8770 0.8059 0.9100 0.8062 0.9100 0.8049

ResNet 50+ KNN

Alzheimer’s 0.9968 0.9917 1 1 0.9947 0.9958

Cognitive Normal 0.9450 0.9053 0.9626 0.9149 0.9581 0.9101

MCI 0.9482 0.9255 0.9581 0.9063 0.9671 0.9158

Average 0.9633 0.9408 0.9736 0.9404 0.9733 0.9406

ResNet50+ SVM

Alzheimer’s 0.9968 0.9917 1 1 0.9947 0.9958

Cognitive Normal 0.9806 0.9684 0.9860 0.9684 0.9860 0.9684

MCI 0.9838 0.9787 0.9860 0.9684 0.9907 0.9735

Average 0.9871 0.9796 0.9907 0.9789 0.9904 0.9792

ResNet50 + LPBoost

Alzheimer’s 0.9741 0.9333 1 1 0.9594 0.9655

Cognitive Normal 0.8576 0.9158 0.8318 0.7073 0.9570 0.7982

MCI 0.8835 0.7021 0.9628 0.8919 0.8809 0.7857

Average 0.9050 0.8504 0.9315 0.8664 0.9324 0.8498

ResNet50 + TotalBoost

Alzheimer’s 0.9547 0.8833 1 1 0.9310 0.9381

Cognitive Normal 0.8155 0.8842 0.7850 0.6462 0.9385 0.7467

MCI 0.8608 0.6596 0.9488 0.8493 0.8644 0.7425

Average 0.8770 0.8090 0.911267 0.831833 0.9113 0.8091

Fig. 4. Comparison of the performance of applied techniques consists of CNN feature extractor with ML classifier.

al. [35] exploited OASIS dataset and deployed RESNET18
with SVM classifiers on the whole brain. The method
demonstrated a sensitivity of 58.66% and specificity of
80.21% while combining the RESNET 18 features with
DenseNet121 features Odusami et al. [36] showed more than
98% in all performance measures. Feng et al. [6] utilized
3DCNN with SVM and showed 92% accuracy with standard
deviation of 2. Raju et al. [37] have shown higher performance
with the same method and same dataset(97% above in terms
of accuracy, precision and recall). Abdulazeem et al. [38]
designed a CNN classifier and demonstrated 97.50% accuracy
while Hazarika et al. [39] demonstrated 88.66% accuracy
with CNN based hybrid model. They have computed the
whole brain. In our work, the CNN model ResNet50 along

with SVM classifier has achieved comparable performance
with 98.71% accuracy, 97.96% precision, 99.07% NPV,
97.89% recall, 99.04% specificity, and 97.92% f1 score.
It is evident from the Table IX that our proposed model
outperforms other works such as [6], [34]–[39]. Moreover, in
comparison to the whole brain computation of the studies we
have computed features from 128 by 128 by 3 slices of MRIs.

V. CONCLUSIONS

In this paper, we have presented a pipeline for classifying
an MRI into one of its three stages(AD, MCI, CN). We
have leveraged the benefits of the capacity of deep learning
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TABLE IX. COMPARISON WITH STATE-OF-THE ART WORKS

Study Dataset with stages Modality Feature Extraction
with Classifier Performance metrics

Jain et al. [34] ADNI-150 subjects
(AD-50,CN-50, MCI-50) sMRI VGG16

Accuracy: 95.73%
Precision:96.33%
Recall: 96%
F1 score: 95.66%

Pueto-Castro et al. [35]

OASIS-416 (AD-2,
CN-316, MCI-98);
ADNI-1743 (AD-287,
CN-525, MCI-921)

MRI Resnet 18 and SVM

Accuracy: 78.72%
Precision: 68.96 %
Recall: 58.66%
Specificity: 80.21%
F1 score: 60.79%

Odusami et al. [36] ADNI (AD,CN, MCI) MRI Resnet18 and DenseNet121
with Randomized weight

Accuracy: 98.21%
Precision: 98.14 %
Recall: 98.14%

Feng et al. [6]
ADNI-469 subjects
(AD-153, MCI-157,
CN-159)

MRI 3D-CNN with SVM Accuracy: 92.11%± 2.31

Raju et al. [37]
ADNI-465 subjects
(AD-132, MCI-181,
CN-152)

MRI 3D-CNN with SVM

Accuracy: 97.77%
Precision: 97.93%
Recall: 97.76%
F1 score: 97.80

Abdulazeem et al. [38] ADNI-211,655
(After augmentation) MRI CNN Accuracy: 97.50%

Hazarika et al. [39]
ADNI- 150 subjects
(CN:50, MCI: 50,
AD: 50)

MRI Custom CNN
based Hybrid Model

Accuracy: 84.66%
Precision: 88.33%
Recall: 87.66%
F1 score: 88.33%

Proposed ADNI-1546
(CN-470, MCI-477, AD-599) MRI Resnet50 +SVM

Accuracy: 98.71%
Precision: 97.96 %
NPV: 99.07%
Sensitivity/Recall: 97.89%
Specificity: 99.04%
F1 Score: 97.92%

methods in feature extraction and the classification strength
of conventional ML methods. In our method, we have op-
timized benchmark CNN-extracted features from three view
patches by PCA that are generated from segmented regions
of MRI enabling us to avoid whole-brain computation. We
have demonstrated state-of-the-art performance exploited on
the ADNI dataset. Our work showed that the RESNET50-
PCA-SVM pipeline suits well for this multi-class classification
task.
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