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Abstract—In many industries, including the IT industry,
rising employee attrition is a major concern. Hiring a candidate
for an unsuitable job because of issues with the employment
process can lead to employee attrition. Thus, enhancing the
employment process would reduce the attrition rate. This paper
aims to investigate the effect of ensemble learning techniques
on enhancing the employment process by predicting employee
attrition. This paper applied a two-layer nested ensemble model to
the IBM HR Analytics Employee Attrition & Performance dataset.
The performance of this model was compared to that of the
random forest (RF) algorithm as a baseline for comparison. The
results showed that the proposed model outperformed the baseline
algorithm. The RF model achieved an accuracy of 94.2417 %, an
F1-score of 94.2%, and an AUC of 98.4%. However, the proposed
model had the highest performance. It outperformed with an
accuracy of 94.5255%, an Fl-score of 94.5%, and an AUC of
98.5%. The performance of the proposed model was compared
with that of the baseline comparison algorithm by using a paired
t-test. According to the paired t-test, the performance of the
proposed model was statistically better than that of the baseline
comparison algorithm at the significance level of 0.05. Thus, the
two-layer nested ensemble model improved the employee attrition
prediction.

Keywords—Nested ensemble learning; employee attrition; ma-
chine learning; employment process

I. INTRODUCTION

The workforce is a crucial asset of an organization due
to the strong positive correlation between the success of the
organization and its employees’ performance. The performance
of employees can be affected by human resource management
practices, such as the selection process [1], which aims to
choose suitable candidates for specific job vacancies based on
job-related criteria [2]. The wrong selection of candidates can
lead to something called employee attrition, which is described
as a large decrease in the labor force. Employee attrition
occurs for several reasons [3], such as professional reasons,
personal reasons, workplace challenges, and poor employee-
job fit [4]. The last reason has a significant relationship with
the employment process. It is about hiring a candidate for an
inappropriate job because of issues in the employment process
[5], or, in other words, the wrong selection of candidates.
While a poor employment process can increase the chance of
employee attrition, taking steps to reduce the rate of attrition
can improve the employment process. Thus, employee attrition
can be considered an indicator of the effectiveness of the
employment process.

Some literature has studied employee attrition using ma-
chine learning (ML) techniques including but not limited to
the works [6]-[15]. They conducted their experiments on

the same dataset, the IBM HR Analytics Employee Attrition
& Performance dataset. Three of them [6], [10], [13] used
ensemble techniques in their experiments. To the best of
the authors’ knowledge, this study is the first to apply a
nested ensemble technique to the IBM HR Analytics Employee
Attrition & Performance dataset.

The problem addressed in this paper is the increasing rate
of employee attrition [16], which is a major concern in several
sectors, such as the IT industry. Employee attrition impacts an
organization’s performance. It drains many budgets and affects
employee satisfaction [3]. Thus, it is necessary to control the
rate of attrition [16]. This paper seeks to find the answer of
the following question: What is the effect of using nested
ensemble learning techniques to improve employee attrition
prediction when applied to an employee dataset that has been
optimized by a feature selection technique? Additionally, this
study aims to investigate the effect of using nested ensemble
learning techniques to improve employee attrition prediction
when applied to an employee dataset that has been optimized
by a feature selection technique.

The rest of this paper is organized as follows: Section II
gives a background on the subject and an overview of the
related work. Section III explains the methodology. Section
IV presents the results and discussion. Section V summarizes
the findings of the research and recommends future research
directions.

II. RELATED WORK

This paper used the IBM HR Analytics Employee Attrition
& Performance dataset. It was developed by IBM’s data
scientists and made publicly available on the Kaggle website
[17]. It was chosen because its attributes can be obtained easily
from HR departments and its characteristics can simulate real-
world HR issues [18]. Several studies conducted their research
on this dataset using ML techniques. The current research
adopts some of them as related work and reviews them in
this section. Table I shows some information about the related
work.

Each study was summarized in a single paragraph by
reviewing the methods adopted for balancing data, selecting
features, applying algorithms, and evaluating performance.
Then, each paragraph was concluded by evaluating the per-
formance of the research model using performance evaluation
metrics.

The work [6], data balancing was not applied and was con-
sidered for future work. As well, feature selection techniques
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TABLE 1. A BRIEF OVERVIEW OF THE RELATED WORK

[ Ref Paper’s Name [ Year | Publication’s Name [ Pub. Type [ Pub. Rank |

[6] A Comparison of Machine Learning Approaches for Predicting Employee | 2022 Applied Sciences Journal Q3
Attrition

[7] Counterfactual Explanation Trees: Transparent and Consistent Actionable | 2022 International Conference on Artificial Intelligence | Conference A
Recourse with Decision Trees and Statistics (AISTATS)

[8] Design of System-of-System Acquisition Analysis Using Machine Learning | 2022 Complexity Journal Q2

[9] Predicting Employee Attrition Using Machine Learning Approaches 2022 Applied Science Journal Q3

[10] Talent management by predicting employee attrition using enhanced | 2022 International Journal of Advanced Technology and Journal Q4
weighted forest optimization algorithm with improved random forest clas- Engineering Exploration
sifier

[11] An Improved Machine Learning-Based Employees Attrition Prediction | 2021 Mathematics Journal Q2
Framework with Emphasis on Feature Selection

[12] Employee attrition estimation using random forest algorithm 2021 Baltic Journal of Modern Computing Journal Q4

[13] From Big Data to Deep Data to Support People Analytics for Employee | 2021 IEEE Access Journal Ql
Attrition Prediction

[14] Predicting Employee Attrition Using Machine Learning Techniques 2020 Computers Journal Q2

[15] A System for Analysis and Remediation of Attrition 2019 IEEE International Conference on Big Data Conference B

were not used. The research built models using several algo-
rithms, such as logistic regression (LR), decision tree (DT),
random forest (RF), naive bayes (NB), and artificial neural
networks (ANN). It used these algorithms to build a voting
ensemble based on the majority vote strategy (hard vote). The
performance of the models was measured by accuracy, F1-
score, and AUC metrics. The best performance in terms of
accuracy and AUC went to LR, which scored 87.96% and
85.01%, respectively. The highest Fl-score reached 33.78%,
which was accomplished by NB.

The work [7] did not apply data balancing, feature selection
methods, or ensemble learning techniques. It applied light-
GBM and TabNet algorithms. It evaluated the performance of
the models using an accuracy metric. LightGBM had the best
performance, with an accuracy of 85.3%.

In [8], neither data balancing nor feature selection methods
were mentioned. It did not use ensemble learning techniques.
Six ML algorithms were applied, which were LR, DT, SVM,
NB, k-nearest neighbors (KNN), and RF. The accuracy metric
was used to evaluate the performance of the models. SVM
achieved the highest accuracy, with a value of 86.77%.

The work [9] used SMOTE to balance the dataset. It did
not use feature selection methods to select appropriate features.
Likewise, it did not apply ensemble learning techniques. How-
ever, it applied four algorithms named the extra tree classifier
(ETC), SVM, LR, and DT. The performance of the models was
estimated using four measures: accuracy, precision, recall, and
Fl-score. The performance of ETC was the highest, scoring
93% in all four measures.

The work [10] did not mention handling the imbalanced
dataset. However, it applied a filter feature selection technique
called information gain. As well, it applied bagging ensemble
learning. Eight algorithms were used: RF, NB, LR, SVM,
KNN, AdaBoost, DT, and logistic model tree (LMT). The
performance was evaluated using four metrics: accuracy, pre-
cision, recall, and Fl-measure. The performance of LMT was
the best in terms of accuracy and recall. It achieved 86.94%
and 86.90%, respectively. The performance of RF was the best
in terms of precision, which was 85.50%. The performance of
SVM was the best in terms of the Fl-measure, which was
85.10%.

In [11], data balancing techniques were not mentioned. It

used a wrapper feature selection technique named max-out,
which was a proposed method. The ensemble learning tech-
nique was not applied. This work applied just one algorithm,
LR. Accuracy, precision, recall, and Fl-score measures were
used to evaluate the performance of the models. It had an
accuracy of 81%, a precision of 43%, a recall of 82%, and an
F1-score of 56%.

In [12], both data balancing techniques and feature selec-
tion techniques were not mentioned. The ensemble learning
technique was not implemented. Six algorithms were applied
to the dataset: classification and regression tree, RF, LR, SVM,
KNN, and NB. The performance of the models was assessed
using accuracy and AUC. The best performance in terms of
accuracy went to RF with 85.12%, while the best performance
in terms of AUC went to LR with 80.85%.

Data balancing in [13] was not applied, and it was consid-
ered for future work. Two feature selection techniques were
used: recursive feature elimination, a wrapper method, and
selectKBest, a filter method. It used two ensemble learning
techniques: the stacking ensemble learning technique and the
voting ensemble technique based on the majority vote strategy
(hard vote). Furthermore, eight algorithms were implemented,
which were DT, LR, SVM, RF, XGBoost, DNN, long short-
term memory (LSTM), and convolutional neural networks
(CNN). Accuracy and Fl-score were used to evaluate the
performance of the models. The voting ensemble technique
achieved the highest accuracy with 96%, while RF achieved
the highest Fl-score with 82.8%.

In [14], data balancing, feature selection methods, and
ensemble learning techniques were not applied. It applied
eight algorithms, which were Gaussian NB, Bernoulli NB, LR,
KNN, DT, RF, SVM, and linearSVM. The performance of the
models was evaluated using five metrics: accuracy, precision,
specificity, recall, and F1-score. The performance of SVM was
the best in terms of accuracy, precision, and specificity. It
achieved 87.9%, 87.9%, and 99.4%, respectively. In addition,
the performance of Gaussian NB was the best in terms of recall
and Fl-score. It obtained 54.1% and 44.6%, respectively.

The final work, [15], did not mention handling imbalanced
data. Moreover, it did not use feature selection techniques
to choose the relevant features. Besides, it did not apply
ensemble learning techniques. However, it built CLARA, a
system designed to enhance employee retention. It compared
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CLARA’s performance to six algorithms: RF, XGBoost, SVM,
spectral clustering, standalone k-means clustering, and stan-
dalone frequent pattern mining. It used precision to evaluate
the performance. The performance of the proposed system
achieved a precision of approximately 70%.

III. METHODOLOGY

The idea of the proposed solution is to apply a nested
ensemble model to predict employee attrition. To this end, the
research prepared the dataset and used the nested ensemble
model. All experiments in this paper were done using Waikato
Environment for Knowledge Analysis (WEKA) platform ver-
sion 3.8.6.

A. The Preprocessing Phase

This section shows the steps that were done to prepare the
dataset. The preprocessing phase aims to prepare the dataset to
be ready for applying ML algorithms in order to obtain the best
results. In this research, different steps were applied to deal
with several issues that may affect the ML performance, such
as having values that are missing, duplicated, or irrelevant, or
having features with various scales.

1) Dataset: The dataset used is the IBM HR Analytics
Employee Attrition & Performance dataset, a public dataset
generated by IBM data scientists and available on Kaggle [17].
It consists of 1470 instances and 35 features. Table II shows
a brief description of the dataset. The table outlines the data
type of each feature, data measurement scales, and descriptions
of the feature’s values (the number between brackets indicates
the number of employees who share the same value).

The feature Attrition is a binary categorical variable that has
two values: No and Yes. The value No indicates employees who
did not leave the company. The value Yes indicates employees
who left the company. The dataset contains 1233 on-the-job
employees, representing 83.88% of the total employees. As
for the rest of the employees, representing 16.12%, they left
the company. Thus, the dataset is imbalanced because the
minority class represents 16.12% of the entire dataset. For data
balancing, the SMOTE technique was used. It was adopted
because it has been widely used in similar studies; as well, it
was applied in the related work [9].

In this dataset, Attrition was the second attribute. It was set
as a class attribute by choosing Attribute as class command
after clicking on the Edit button under the Preprocess tab.
Therefore, it was moved to the end of the dataset as the last
attribute.

2) Checking for missing and duplicate values: After check-
ing the information shown in the Selected attribute panel, the
dataset had no missing values. Moreover, it had no duplicate
values after checking the values using the RemoveDuplicates
filter.

3) Checking for unnecessary attributes: Referring to [19],
constant attributes or unique attributes are considered unnec-
essary attributes that should be dropped. Three features were
constant, and one had unique values. The features Employ-
eeCount, Overl8, and StandardHours are constant for all
instances. Their respective values were 1, Y, and 80. The
feature EmployeeNumber has employees’ identification codes
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Fig. 1. The proposed model’s architecture.

(IDs), which are unique for all instances. Therefore, these four
features were dropped because they did not further the research
purpose; in other words, they were unnecessary data [19].

4) Data transformation: The purpose of this step is convert
data from one format to another without changing the dataset’s
content. It helps to improve the ML algorithms’ performance
and enhance the data’s understanding [20]. This research used
the OrdinalToNumeric filter to unify the data type to be
numeric, except Attrition, which is the class attribute.

5) Data scaling: Having features with several scales, for
instance, the attribute MonthlyRate that ranges in thousands
and Age that ranges in tens, can lead to the numerical overflow
problem, which is computing numbers that are very small or
very big. Thus, it is recommended to put all features on the
same scale in order to give them equal weights [21]. This
research used the Normalize filter to unify all the feature scales
to start with 0 and end with 1.

6) The dataset optimization: For optimizing the dataset,
the feature selection technique was used, and the information
gain-based feature selection method was chosen as it was in
the related work [10].

B. The Proposed Model

The proposed model is a nested ensemble learning tech-
nique. It is a special type of ensemble learning technique
that combines several ensemble methods within one model
in order to improve performance [22]. It contains multiple
ensemble learning models; each one is inside of another one
at different layers. The idea of this model is to use ensemble
techniques in the classifier part instead of simple algorithms. In
this research, a two-layer nested ensemble model was applied.
It used a stacking model in the first layer and both stacking
and voting models in the second layer. Moreover, it used
traditional algorithms such as NB, SVM, RF, and LR as base-
level algorithms of the model’s ensemble models. Fig. 1 shows
the architecture of the proposed model.

The following ML algorithms were used to build the
proposed model:

1) Naive Bayes (NB): 1t is a probabilistic algorithm that
uses probability rules to make predictions [23]. It can deal
with different types of data; therefore, it has different models,
such as Gaussian, Multinomial, and Bernoulli [24].
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TABLE II. THE DATASET DESCRIPTION

No ]| Attribute [ Data Type [ Scale | Values Description

1 Age Numeric Ratio Min = 18, Max = 60, Mean = 36.924, StdDev = 9.135

2 Attrition Textual Nominal Yes (237), No (1233)

3 BusinessTravel Textual Nominal Non-Travel (150), Travel_Rarely (1043), Travel_Frequently (277)

4 DailyRate Numeric Ratio Min = 102, Max = 1499, Mean = 802.486, StdDev = 403.509

5 Department Textual Nominal Sales (446), Research & Development (961), Human Resources (63)

6 DistanceFromHome Numeric Ratio Min = 1, Max = 29, Mean = 9.193, StdDev = 8.107

7 Education Numeric Ordinal 1 ’Below College’ (170), 2 *College’ (282), 3 "Bachelor’ (572), 4 *Master’ (398), 5 *Doctor’
48)

8 EducationField Textual Nominal Life Sciences (606), Medical (464), Marketing (159), Technical Degree (132), Human
Resources (27), Other (82)

9 EmployeeCount Numeric Ratio 1 (1470)

10 EmployeeNumber Numeric Nominal 1470 unique identification codes (IDs), start with 1 and end with 2068. They can be classified
as the following: IDs <= 500 (377), IDs range between 501 and 1000 (340), IDs range
between 1001 and 1500 (348), IDs range between 1501 and 2000 (357), IDs > 2000
(48)

11 EnvironmentSatisfaction Numeric Ordinal 1 "Low’ (284), 2 "Medium’ (287), 3 "High’ (453), 4 ’Very High’ (446)

12 Gender Textual Nominal Female (588), Male (882)

13 HourlyRate Numeric Ratio Min = 30, Max = 100, Mean = 65.891, StdDev = 20.329

14 Joblnvolvement Numeric Ordinal 1 ’Low’ (83), 2 "Medium’ (375), 3 "High’ (868), 4 *Very High’ (144)

15 JobLevel Numeric Ordinal 1 (543), 2 (534), 3 (218), 4 (106), 5 (69)

16 JobRole Textual Nominal Sales Executive (326), Research Scientist (292), Laboratory Technician (259), Manufacturing
Director (145), Healthcare Representative (131), Manager (102), Sales Representative (83),
Research Director (80), Human Resources (52)

17 JobSatisfaction Numeric Ordinal 1 ’Low’ (289), 2 "Medium’ (280), 3 "High’ (442), 4 ’Very High’ (459)

18 MaritalStatus Textual Nominal Single (470), Married (673), Divorced (327)

19 MonthlyIncome Numeric Ratio Min = 1009, Max = 19999, Mean = 6502.931, StdDev = 4707.957

20 MonthlyRate Numeric Ratio Min = 2094, Max = 26999, Mean = 14313.103, StdDev = 7117.786

21 NumCompanies Worked Numeric Ratio Min = 0, Max =9, Mean = 2.693, StdDev = 2.498

22 Overl8 Textual Nominal Y (1470)

23 OverTime Textual Nominal Yes (416), No (1054)

24 PercentSalaryHike Numeric Ratio Min = 11, Max = 25, Mean = 15.21, StdDev = 3.66

25 PerformanceRating Numeric Ordinal 1 ’Low’ (0), 2 "Good’ (0), 3 ’Excellent’ (1244), 4 *Outstanding’ (226)

26 RelationshipSatisfaction Numeric Ordinal 1 ’Low’ (276), 2 *Medium’ (303), 3 "High’ (459), 4 ’Very High’ (432)

27 StandardHours Numeric Ratio 80 (1470)

28 StockOptionLevel Numeric Ordinal 0 (631), 1 (596), 2 (158), 3 (85)

29 TotalWorking Years Numeric Ratio Min = 0, Max = 40, Mean = 11.28, StdDev = 7.781

30 TrainingTimesLastYear Numeric Ratio Min = 0, Max = 6, Mean = 2.799, StdDev = 1.289

31 WorkLifeBalance Numeric Ordinal 1 ’Bad’ (80), 2 *Good’(344), 3 "Better’(893), 4 "Best’ (153)

32 YearsAtCompany Numeric Ratio Min = 0, Max = 40, Mean = 7.008, StdDev = 6.127

33 YearsInCurrentRole Numeric Ratio Min = 0, Max = 18, Mean = 4.229, StdDev = 3.623

34 YearsSinceLastPromotion Numeric Ratio Min = 0, Max = 15, Mean = 2.188, StdDev = 3.222

35 YearsWithCurrManager Numeric Ratio Min = 0, Max = 17, Mean = 4.123, StdDev = 3.568

2) Support Vector Machines (SVM): 1t is a very powerful
and popular algorithm in machine learning. In addition, it
works well with complex datasets of small or medium size
[25].

3) Random Forests (RF): It is a widely used algorithm
consisting of numerous decision trees that learn from subsets
of a training dataset [26]. It is a special type of bagging
ensemble technique that uses bagging to combine tree models’
predictions [27].

4) Stacking ensemble learning technique: Stacking, short
for stacked generalization, is an approach that uses different
types of algorithms to make their predictions, which they called
base-level algorithms. Then, it uses an algorithm to predict the
outcome. This algorithm is called a meta-level algorithm [25].
Recently, several studies that applied the stacking ensemble
technique have used logistic regression (LR) as a meta-level
algorithm [28]. They prefer using LR because of its speed of
training and the small number of parameters that it requires
[29]. In this research, the algorithms NB, SVM, and RF were
used as base-level algorithms, while the algorithm LR was
used as a meta-level algorithm.

5) Voting ensemble learning technique: Voting is an ap-
proach that uses different types of algorithms to make its pre-
diction. It is similar to the stacking technique except it predicts

the final outcome by using the majority voting approach or
the averaging approach [25]. In this research, the algorithms
NB, SVM, and RF were used as its algorithms. Furthermore,
it predicts the final outcome by using the majority voting
approach.

C. Performance Evaluation

1) Accuracy: Tt is a metric that calculates the percentage
of correct predictions out of the total number of predictions.
It is appropriate to know to what extent the model can predict
correctly. Mathematically, accuracy = (TP + TN) / (TP + TN
+ FP + FN) [30], as shown in Fig. 2.

2) Precision: It is a metric that calculates the percentage of
correct predictions of positive instances out of the total number
of predictions of positive instances. It is appropriate to know
to what extent the model can exclude any instance that actually
does not belong to the positive class. Mathematically, precision
= TP / (TP + FP) [30], as shown in Fig. 2.

3) Recall: 1t is a metric that calculates the percentage of
correct predictions of positive instances out of the total of
actual positive instances. It is appropriate to know to what
extent the model can include any instance that actually belongs
to the positive class. Mathematically, recall = TP / (TP + FN)
[30], as shown in Fig. 2.
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4) Fl-score: Fl-score, or Fl-measure, is a metric that
measures the harmonic mean of recall and precision [30]. The
harmonic mean gives much weight to small values. Hence, a
model can get a high F1-score when both recall and precision
are high, or it can get a low score when both recall and
precision are low [25]. Mathematically, Fl-score = 2 * (recall
* precision) / (recall + precision) [30], or Fl-score = (2 * TP)
/ (2 * TP + FN + FP) [25], or simply Fl-score = (TP + TP) /
(TP + FN + TP + FP), as shown in Fig. 2.

5) The Area Under the Curve (AUC): It is a metric that
compares the performance of several models for the same
dataset. A model with an AUC above 80% is recommended
[31]. The higher the AUC, the better the performance [30].

D. Cross-Validation Technique

The cross-validation method is a statistical method that is
used to evaluate and compare ML algorithms. Its mechanism
is based on dividing datasets into several sets: one is for
validating an ML model, and the rest is for learning the ML
model. It is called cross-validation because the training set and
validation set cross over in sequential rounds to validate every
data point [32].

The two most popular cross-validation approaches are K-
fold cross-validation and Hold-out validation. Both of them are
effective as long as the dataset is balanced. However, when the
dataset is imbalanced, some modifications are applied in order
to stratify the folds by the class label. So, the stratified keyword
would precede the methods’ names. The stratification process
splits the data into folds, and each fold has instances with
class labels that are similar to the entire dataset. In this case,
every fold represents the class in approximately the correct
proportions. Hence, the stratification technique is appropriate
for imbalanced datasets [32].

Actuality P N
z(r s
N © @
=2 e L False FN TP N FP
A TP T
couracy = e ———
Recall = o

Fig. 2. Illustration of four evaluation metrics derived from the confusion
matrix.

Note: The left-hand side clarifies the equations of these metrics, while
the right-hand side represents them pictorially.
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In this thesis, stratified 10-fold cross-validation was applied
because it is recommended for imbalanced datasets [32], [33].
Additionally, the related works [7] and [10] were applied the
same technique.

IV. RESULTS AND DISCUSSION

This research is part of master’s thesis, thus it is limited in
time and computer resources. It used the WEKA platform to
conduct the research experiments. The scope of this study is
limited to the following:

e The research used IBM HR Analytics Employee At-
trition & Performance dataset because it is a bench-
mark dataset created by data scientists from IBM,
a well-known and reputable company [17]. Further,
its features are usually found in real-world employee
databases [18]. Besides, it has been widely studied in
several research works.

e The research selected its related works on the ba-
sis that they used the IBM HR Analytics Employee
Attrition& Performance dataset, provided they were
published in ranked journals or conferences.

e  The research studied employee attrition as a criterion
to evaluate the effectiveness of the employment pro-
cess. However, the study did not expand to cover any
further criteria.

e The research limited its baseline comparison algo-
rithms to NB, SVM, and RF since they are among
the most popular ML techniques [34], especially for
binary classification problems [35].

e  The research studied nested ensemble techniques by
using ensemble models as base-level algorithms. How-
ever, the study did not expand to cover any further
details of this technique.

o The thesis optimized the dataset by using a feature
selection technique.

The proposed model was built as shown in Fig. 1. Its
performance was compared with that of NB, SVM, and RF
as baseline comparisons, as well as that of other models in
related work. The algorithms’ hyperparameters were tuned as
displayed in Table III. The findings are shown in Table IV.

TABLE III. THE TUNING OF THE ALGORITHMS’ HYPERPARAMETERS

[ Algorithm | Hyperparameters’ Tuning |

NB useKernelEstimator = True
SVM C =2, Kernel = PUK
RF numlterations = 680

TABLE IV. THE PERFORMANCE OF THE BASELINE COMPARISON
ALGORITHMS AND THE PROPOSED ENSEMBLE MODEL

[ Algorithm [ Accuracy [ Precision | Recall | FI-Measure [ AUC |
NB 90.957% 91.9% 91% 90.9% 95.5%
SVM 92.7818% 92.8% 92.8% 92.8% 92.8%
RF 94.2417% 94.3% 94.2% 94.2% 98.4%
The proposed model | 94.5255% 94.5% 94.5% 94.5% 98.5%"

* In terms of the performance evaluated by AUC, the proposed model is statistically
better than RF (the baseline) at the significance level of 0.05.
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TABLE V. THE PERFORMANCE OF THE MODELS IN THE CURRENT WORK AND THE RELATED WORK

[ The Work | Algorithm [ Accuracy [ Precision [ Recall | FI-Measure [ AUC |

[6] Voting Classifier 79.25% N/A N/A 12.22% 83.83%
[7] LightGBM 85.3% N/A % N/A % N/A % N/A %
[8] SVM 86.77 % N/A % N/A % N/A % N/A %
[9] Extra Trees 93% 93% 93% 93% N/A%
[10] Bagging 83.74% 83.70% 83.70% 77.50% N/A
[11] LR 81% 43% 82% 56% N/A
[12] RF 85.12% N/A% N/A% N/A% 80.84%
[13] Voting Classifier 93% N/A N/A 58% N/A
[13] Stacking 88% N/A N/A 50% N/A
[14] NB 82.5% 38.6% 54.1% 44.6% N/A%
[15] CLARA! 65% N/A% N/A% N/A% N/A%

This Work The proposed model 94.5255% 94.5% 94.5% 94.5% 98.5%

A proposed end-to-end system.

The results demonstrated that the performance of RF as a
baseline comparison algorithm was the best, with an accuracy
of 94.2417%, a precision of 94.3%, a recall of 94.2%, an
Fl-score of 94.2%, and an AUC of 98.4%. However, the
proposed model outperformed the other models, including RF.
It exceeded the other models in terms of all metrics. It achieved
94.5255% in accuracy, 98.5% in AUC, and 94.5% in precision,
recall, and F1-score.

As shown in Table IV, the best performance for each
model, except SVM, was given by the AUC. The performance
scores given by accuracy, precision, recall, and Fl-measure to
NB were within 91%, while AUC gave a performance score
that was within 95%. Likewise, the performance scores of RF
and the proposed model were within the range of 94%, which
were given by accuracy, precision, recall, and Fl-measure,
whereas AUC gave them performance scores that were within
98%. However, SVM was given performance scores close to
93% by all the metrics.

In order to determine whether the proposed model provided
a significant improvement in the employee attrition prediction,
its performance was compared with that of the baseline com-
parison algorithms by using a paired t-test, a common statis-
tical test that is used to compare two sets of values [36]. The
performance evaluated by AUC was chosen because the AUC
metric compares models for the same dataset in terms of their
performance; the higher the AUC, the better the performance
[30]. Furthermore, it is strongly recommended to use AUC
when the dataset is imbalanced. In determining the test base
for the paired t-test, RF was chosen because it is a baseline
comparison algorithm and has the best performance among the
baseline algorithms. The level of significance was set at 0.05.
As shown in Table IV, the RF model and the proposed model
had an AUC of 98.4% and 98.5%, respectively. According to
the paired t-test, the performance of the proposed model was
statistically better than that of RF at the significance level of
0.05. Thus, the two-layer nested ensemble model improved the
employee attrition prediction.

Table V shows the comparison between the performance
of the proposed model in this work and the models in the
related work. It is noted that the proposed model achieved
great performance. Its performance exceeded the performance
of almost all models.

V. CONCLUSION AND FUTURE WORK

Rising employee attrition rates are a major concern that
has an influence on an organization’s performance [3]. It is
affected by the success of the employment process, since the
improvement of this process reduces the rate of employee
attrition [4]. This paper investigated the effect of using nested
ensemble learning technique to improve employee attrition
prediction when applied to the IBM HR Analytics Employee
Attrition & Performance dataset that has been optimized by the
information gain-based feature selection method. To the best
of the authors’ knowledge, no previous research has applied
nested ensemble techniques to the IBM HR Analytics Employee
Attrition & Performance dataset.

The experimental results showed that the performance of
RF was better than that of NB and SVM. Despite this, the
proposed model outperformed RF. The RF model had an
accuracy of 94.2417%, an AUC of 98.4%, a precision of
94.3%, and a recall and an F1-score of 94.2%. However, the
proposed two-layer nested ensemble model achieved 94.5255%
in accuracy, 98.5% in AUC, and 94.5% in precision, recall,
and F1-score. In addition, the proposed model was statistically
better than that of RF at the significance level of 0.05. To
compare the performance of the proposed model in this work
with the models in the related work mentioned in Section
II, the proposed model showed excellent performance. Its
performance exceeded that of all the models. Accordingly, the
findings showed the capability of the proposed model to predict
employee attrition. Thus, the nested ensemble learning tech-
nique assists the employment process and improve employee
attrition prediction.

This paper suggests conducting more studies on the nested
ensemble technique as future work. The reviewed studies,
such as [37] [22], and [38], which applied nested ensemble
techniques, focused on applying an ensemble technique as
a meta-level algorithm, whereas in this work, the proposed
model is a two-layer nested ensemble model that applied
ensemble techniques as base-level algorithms and LR as a
meta-level algorithm. However, the proposed model approved
its capability in prediction as it scored more than 98% in AUC.
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