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Abstract—Medical image denoising plays an important role 

for the noise in the medical images can reduce the visibility, 

thereby affecting the diagnostic results of the doctors. Although 

good results have been achieved by the well-known deep 

learning-based denoising methods for their strong ability of 

learning, the loss of structural feature information and the well 

preservation of the edge information have not attracted 

considerable attention. To deal with these problems, a novel 

medical image denoising method based on the improved 

CycleGAN and the complex shearlet transform(CST) is 

proposed. The CST is used to construct the generator to embed 

more feature information in the training process and the 

denoising process is modeled to adversarial learn the mapping 

between the noise-free image domain and the noisy image 

domain. With the mechanism of the recurrent learning from the 

CycleGAN, the proposed method does not need the paired 

training data, which obviously speeds up the training and is more 

convenient than other classical methods. By comparing with five 

state-of-the-art denoising methods, experiments on the open 

dataset fully prove the accuracy and efficiency of the proposed 

method in terms of the visual quality and the quantitative PSNR, 

SSIM, and EPI. 
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I. INTRODUCTION 

Medical imaging techniques play the vital role in modern 
disease diagnosis, for they are the disruptive tools to observe 
the internal structure and functional information of human 
body. For example, the computed tomography(CT) can show 
the clear structure of the fracture [1] and the PET can 
effectively detect and distinguish the cancer or the normal 
metabolism of the of lung [2]. Though great success has been 
achieved, the main challenge comes from the possible noise or 
artifacts during imaging procedure, which may result in the 
unexpected diagnostic errors, even the death. For example, the 
noise will largely affect the results of image reconstruction [3]. 
Thus, the effective denoising methods are highly needed to be 
the fundamental and mandatory step of the medical imaging 
pre-processing or the further applications. 

Nowadays, many advanced denoising methods have been 
proposed, all of which can be generally divided into four 
categories: the filter-based methods [4], the model-based 
methods [5], the multi-scale geometric transform-based 
methods [6] and the deep learning-based methods [7, 8]. For 
the filter-based methods, they typically implement the low-
pass filters to replace the noisy or suspected pixel by their 

locally averaging value or energy in the neighboring region. 
The Gaussian filter, median filter and diffusion filter are the 
common methods in the early days. However, these methods 
are easy to produce the results with low contrast. Then, the 
bilateral filter [9], non-local filter [10], guarding filter [11], the 
block matching and 3D collaborative filtering (BM3D) [12] 
are successively proposed. They improve the denoising results, 
but are limited to the great diversity of the noise and the 
setting of the parameters, such as the height and width of the 
searching window.  The model-based methods treat the 
denoising process to be a special mathematical model, for 
example, G. Gilboa et al. proposed to use the partial 
differential equations to describe the evolution of an image in 
time, and the solution of these equations are adapted to 
remove the noise and preserve the details [13]. Usually, the 
good results can be obtained, but the computational 
complexity is too high to implement in the real time 
application. 

In recent years, for the low computational complexity and 
the superior properties in the frequency domain, a large 
number of work under the multi-scale geometric transform-
based methods have been popularly reported, which 
decompose the noisy images into multi-resolution and 
different directions in each scale and then do the operations on 
the coefficients by the threshing scheme, considering the 
correlation of them, or the combination with the filters.  
According to the proposed time, the commonly used 
decomposition tools include the wavelet transform, curvelet 
transform, contourlet transform, non-subsampled contourlet 
transform, shearlet transform, non-subsampled shearlet 
transform [14, 15]. For example, A. Halidou et al. reported a 
new review on the wavelet transform based medical image 
denoising methods, which compare the performance of the 
typical wavelet, such as the discrete wavelet, Harr wavelet, 
and Dual-Tree complex wavelet [16]. P. S. Negi and D. 
Labate proposed a novel denoising method based on the 
discrete shearlet transform for CT images [17] and X. He et al. 
proposed the medical image denoising methods based on the 
non-subsampled version of the shearlet transform [18]. They 
decompose the input image into sub-images with different 
frequency bands and perform the denoising process for each 
sub-image separately, and then recompose the denoising sub-
images into the results. It not only has good denoising effect 
and fast speed, but also has strong robustness, and can be 
applied in practical scene. A very good review of the multi-
scale geometric transform-based methods on different image 
modalities can be found in [19, 20]. The benefits of the multi-
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scale geometric transform-based methods are obvious since 
the features can be easy to capture in different scales, but they 
usually suffer from the disadvantages that the operations on 
the transformed coefficients may not match the distribution of 
the specific noise in different scales and directions. Though 
some typical models are proposed to alleviate the drawback, 
such as the generalized Gaussian distribution model in the 
wavelet and shearlet domain [21, 22], the Hidden Markov 
Model in the wavelet, NSCT and shearlet domain [23-25], 
Gaussian scale mixture model [26], the results are still not 
satisfying. 

With the great breakthrough of the deep learning theory, it 
has been popularly applied in the medical imaging processing 
domain, such as the image U-net model for the super-
resolution [27], the convolutional long short-term deep 
network for recognition of human action [28], and the graph 
resnet for motor imagery classification [29], as well as the 
image denoising. For example, K. Zhang et al. construct the 
“FFDNet” model for image denoising based on the 
conventional neutral network [30], W. Li et al. proposed to 
use the fast and flexible deep convolutional neural 
network(FFCNN) to remove the Gaussian noise [31] and K. 
Zhang et al. designed beyond Gaussian denoiser by the 
residual learning of deep CNN [32]. R. S. Thakur et al. 
compared the different performance of the state‐of‐art image 
denoising methods using convolutional neural networks in 
[33]. Recently, the good denoising results have been obtained 
by the generative adversarial network (GAN) model for it 
models the denoising task to be the game between the noisy 
image and denoising image, which is implemented by the 
learning strategy on the generative and the discriminator 
network [34]. Furthermore, to suppress the influence of the 
diversity of the noise and control the sampling variables, the 
conditional generative adversarial networks (CGAN) is 
proposed for removing the noise of the low-dose CT images 
[35]. The deep learning-based methods outperform the other 
methods for their strong representation and generalization 
ability of the deep level features. Though great success has 
been achieved, the deep learning-based methods also suffer 
from some obstacles, such as the large amount of training 
data, the selection of the pooling functions for the specific 
model and the unpredictable interpretability of the deep 
features. 

On the other hand, comprehensively considering the 
advantages and disadvantages of the above methods, 
simultaneously using the multiscale feature and the deep 
features may be a good way to deal with their drawbacks. 
Very recently, some impressive works have been reported in 
this domain. For example, Z. Lyu et al. constructed the 
“NSTBNet” model  based on the non-subsampled shearlet 
transform and a broad convolutional neural network to remove 
spatially variant additive Gaussian noise [36], C. Gu et al. 
combine the GAN and LSTM models for 3D reconstruction of 
Lung Tumors from CT Scans[37], Q. Song et al. proposed the 
multimodal sparse transformer network (MMST) to   remove 
the external noise in the task of the automatic speech 
recognition by using the mechanism of sparse self-attention 
[38] and B. Jiang et al. constructed the so-called “EFFNet” 
model for image denoising by enhancing the transformed 

frequency features with dynamic hash attention [39]. Inspired 
by the above work, a novel image denoising method based on 
the complex shearlet transform and the cycle-consistent 
adversarial networks (CycleGAN) is developed to improve the 
denoising performance. 

The main contribution of this research work is as follows: 

Firstly, a simplified but efficient cycle-consistent 
adversarial network is constructed. Compared with other deep 
learning models, it does not need a large amount of pairwise 
training data with labels. So, the accuracy and robustness, 
stability is high. 

Secondly, the image denoising is modeled to be the 
problem of the adversarial learn; the mapping between the 
noise-free image domain and the noisy image domain. As the 
state-of-the-art multiscale representation tool, the complex 
shearlet transform is employed to construct the image 
generator, which is able to preserve the significant and 
important characteristics well.  

Finally, five state-of-the-art denoising methods are 
conducted to prove its effectiveness and accuracy. 
Experimental results demonstrate it produces the best 
denoising results both in the qualitative and quantitative 
analysis. 

The paper is structured into several sections. Section I 
introduces the background of the denoising methods. Section 
II describes the related work on the CycleGAN and the CST. 
Section III presents the details of the whole proposed method. 
Section IV conducts the experiments and discussions. Section 
V finally presents the conclusion and discusses the further 
plan. 

II. THE RELATED WORK 

A. The CycleGAN 

The CycleGAN model is a very typical model to deal with 
the problem of the image to image translation in the vison and 
graphics domain, whose goal is to train a useful mapping 
between the source domain and the target domain without the 
paired or aligned input-output data set. 

According to [40], the principle of the CycleGAN is based 
on two core concepts: the basic GAN model and the Cycle 
Consistency Loss. The GAN is used to generate images in the 
target domain similar to the given training data, while the 
cycle consistency loss encourages the generated images to be 
returned to the original images in the source domain. 

As shown in Fig. 1, the CycleGAN consists of two 
mappings functions G and F, and their associated 
discriminators Dx and Dy. Different from the GAN, 
CycleGAN contains two generators and two discriminators, 
where one generator converts the data from the source domain 
to the target domain and the other generator converts it back to 
the source domain. The discriminators are used to determine 
whether the transformed data are true or false in the two 
directions. 

https://thesai.org/Publications/ViewPaper?Volume=14&Issue=5&Code=IJACSA&SerialNo=25
https://thesai.org/Publications/ViewPaper?Volume=14&Issue=5&Code=IJACSA&SerialNo=25
https://www.sciencedirect.com/topics/engineering/gaussian-white-noise
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Fig. 1. The structure of the CycleGAN model. 

For the training process, a generator and a discriminator 
network are trained separately in each domain. The purpose of 
the discriminator is to determine whether the generated data is 
realistic, while the generator is to generate a more realistic 
data to deceive the discriminator. The input of the generator is 
the data from the source domain and the output is the data 
from the target domain. The output of the discriminator is a 
probability value that indicates whether the data is real or 
generated. 

During the training process, the generator is encouraged to 
generate more realistic data by calculating the difference 
between the output of the generator and the data in the target 
domain. Two cycle consistency losses are used to regularize 
the outputting mapping. 

B. The Complex Shearlet Transform 

As state-of-the-art multi-scale geometric transform tool, 
the complex shearlet transform is especially suitable to 
represent the local feature of the images by using the phase 
and amplitude information. It has many unique characteristics. 
For example, the different discrete shearlet transform, the CST 
is proposed with strict mathematical theory guarantee to meet 
the Parsval frame. Furthermore, though it has the similar 
property of shift invariance with the non-subsampled shearlet 
transform, it has the simpler implementation and higher 
computational efficiency. In addition, the CST has stronger 
direction selectivity. 

Actually, the discrete implementation of the CST is 
realized by using the Laplace pyramid for multi-resolution 
analysis, and the multi-scale partition filters to get the 
directions. How to implement the CST is not the research 
hotspot in this paper, more details can be found in [41]. Fig. 2 
shows an example of the CST. 

  
(a)the source image                                       (b)the low-pass sub-band 

 

    
 

   
(c)the high-pass sub-bands at the first and second level 

Fig. 2. An example of the CST. 

III. THE PROPOSED METHOD 

The main purpose is to make the full use of the advantage 
of the CycleGAN, that is, its training does not require one-to-
one image samples. Only the two types of image domains are 
ok. Specifically speaking, for the proposed method, it does not 
need the sample labels to guide the training process, but only 
the set of images containing noise and without noise are 
required. It greatly enhances the generalization and makes the 
network more effective to avoid the overfitting phenomena in 
learning the mapping from the noise-containing image domain 
to the noise-free image domain. 

A. The Whole Process 

The proposed model is shown in Fig. 3.  

 

Fig. 3. The process of the proposed model. 

As shown below, it mainly consists of two generators and 
two discriminators; X, Y is noisy images in the X and Y 
domain, respectively. Images in the X domain can be 
generated by the generator G, and then reconstructed back to 
X domain by generator F. Similarly, images in the Y domain 
can be generated by the generator F, and then reconstructed 
back to the Y domain by the generator G. The discriminators 
Dx and Dy play a discriminatory role to ensure the migration 
of the images. 

B. The Process of Image Generation 

The CycleGAN model is proposed to solve the image 
translation problem, so two generators are needed to realize 
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the transformation between two domains. However, For the 
image denoising problem, the aim is mainly to solve the 
mapping from noise-containing to noise-free without caring 
about the mapping from noise-free to noise-containing, so the 
two styles of the generators in CycleGAN are simplified in our 
method, and a separate noise extractor is used to realize the 
mutual transformation between noise-containing and noise-
free images [42]. 

 

Fig. 4. The procedure of the image generation. 

As shown in Fig. 4, there are six types of images involved 
in the generating procedure, and the CST is used to produce 
them to input more feature information in the training. Firstly, 
let A be the noisy sample image in the dataset and B be the 
noiseless sample; then, A is input through the CST extractor to 
get the noise component N, the noise image A is subtracted 
from the noise component N to get the denoised image 
fake_B, the noiseless image B is added to the noise 
component to get the generated noise image fake_A. The 
fake_A is passed through the CST noise extractor again to get 
the noise component N', fake_A is subtracted from the noise 
component N' to get the secondary noisy image. The noisy 
image B is added with the noise component to get the 
generated noisy image fake_A, the noise component N' is 
obtained by passing fake_A through the CST noise extractor 
again, the noisy image recovered_B is obtained by subtracting 
fake_A from the noise component N', the noisy image 
recovered_B is obtained by adding fake_B with the noise 
component N', and the noisy image recovered_A is obtained 
by adding fake_B with the noise component N'. recovered_A, 
and the noise-free sample image A is outputted by the CST 
noise extractor to predict the noise component in the noise-
free image, and the ideal output value should be 0. 

C. The Loss Function 

In the proposed method, three models are needed to update 
the parameters, i.e. the noise extractor G, discriminator DA 
and discriminator DB. According to the basic CycleGAN, the 

loss of the two discriminators consists of the discriminant 
error to determine whether the image is real or the generated. 
And the loss of the generator is composed of three losses, i.e. 
the loss_GAN, loss_indentity and loss_cycle. In our method, 
the discriminant error is also maintained, and in order to 
improve the stability of the model and speed up the training, a 
new denoising loss (noted as loss_denoise) is added to the 
training of the model. More details on the calculation of the 
losses can be found in the following description. 

1) Consistency loss is obtained from the final output 

images of A and the generator G, and the final output images 

of B and generator F. In an ideal state, the final output images 

between A and B should be identical, so the difference 

between them is used to be the consistency loss. 

2) The adversarial loss is the opposite to the 

discriminatory loss of the discriminator, which represents the 

ability of fake_A and fake_B to deceive the discriminator. So, 

the correct judgment of the discriminator is used to be the 

adversarial loss. 

3) The cyclic consistency loss is obtained from the images 

recovered_A and recovered_B generated by adding noise and 

removing noise from the generated images fake_A and fake_B 

again and the original images A and B. Recovered_A and 

recovered_B should be similar to A and B respectively to the 

maximum extent in order to ensure the noise is successfully 

removed without affecting other information. Therefore, the 

difference between them is used to be the cyclic consistency 

loss. 

4) The denoising loss similar to it is in the general image 

denoising model. Thus, the difference between the noise-

containing image after passing through the noise extractor and 

the noise-free image is used to be the denoising loss. 

The calculation of the four types of losses can be divided 
into two categories, one is to calculate the error, and the other 
one is to calculate the difference between two images, which 
can be represented by the Mean Squared Error (MSE) and 
Mean Absolute Error (MAE) in the following equations. 

2

1

( , )

( , )

n

i

y y

n
MSE y y 


    (1) 

As the calculation of the adversarial loss and the 
discriminator loss needs to be compared with the output of the 
discriminator, so y in Equation (1) is the target value with 0 or 

1, y′ is the output of the discriminator, and n is the number 

of a batch in the training, which is calculated uniformly for the 
output of the whole batch. 

1( , )

n

i i
i

u u

n
MAE u u 


    (2) 

For the other type of loss, it is necessary to compare the 
magnitude of the difference between the two images, so a 
pixel-by-pixel comparison is required. In Equation (2), u is the 

real image, u′ is the generator-generated image, and n is the 

number of a batch in training. 
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After obtaining the four losses, the loss loss_G of the noise 
extractor model can be obtained by Equation (3) to (7). 

_ ( _ _ )*Loss A loss indentityA loss indentityB a    (3) 

_ (l _ _ )*Loss B oss GANA loss GANB b    (4) 

_ ( _ _ )*Loss C loss cycleA loss cycleB c    (5) 

_ _ *Loss D loss denoise d   (6) 

_ _ _ _ _Loss G Loss A Loss B Loss C Loss D      (7) 

In the above equation, a, b, c and d are the weighting 
coefficients. 

After the CST, the low-frequency sub-band images usually 
contain few noise components, so the loss_denoise accounts 
for a relatively small proportion of the loss, and it mainly 
relies on the consistency loss to ensure that the original image 
information is not lost. For high-frequency sub-band images, 
they contain more noise components. Thus, the loss_denoise 
ratio should be adjusted upward to focus on noise removal, 
and the ratio of the other losses should not be adjusted 
downward too much, ensuring that the high-frequency details 
of the texture in the image not be removed by any mistake. 

IV. THE EXPERIMENTS AND DISCUSSION 

A. Experiment Setting 

The experimental platform is the CentOS Linux with Intel 
Xeon Silver and the NVIDIA Tesla P100. All the codes are 
implemented by the PyTorch and OpenCV. 

The peak signal-to-noise ratio (PSNR), structural 
similarity index measure (SSIM), and edge preservation index 
(EPI) are used to be the performance metrics. To save space, 
how to compute them can be found in [43, 44]. 

The experiments are designed to be two parts: training the 
CycleGAN denoising model and verifying the effectiveness of 
the denoising algorithm. According to [32, 33], the deep 
learning-based methods outperform the traditional methods, 
such as the Wiener filtering, polynomial regression, or the 
wavelet denoising, so the proposed method is compared with 
five state-of-the-art denoising methods, i.e. the NSST-BM3D 
model [18], the FFDNet model [30], the FFCNN model [31], 
the GAN model [35] and the NSTBNet model [36]. The 
parameters, such as the size of the convolutional layer, the 
network depth, are set to be the same as they are reported in 
the corresponding literature.  For the implementation of 
proposed model, the basic structure of the CycleGAN is used 
get the best performance by tuning the parameters according 
to [40]. 

All the images can be downloaded from the public data set 
LIDC-IDRI [45], and 5000 images are selected in the 

experiments. All of them are added the 10%, 15%, 20%, 25%, 
and 30% Poisson noise [46]. 

B. Results and Discussion 

Table Ⅰ shows the average PSNR values obtained by the 
different methods under the five noise levels of 10%, 15%, 
20%, 25%, and 30%. It can be seen that the proposed method 
gets the best value. Compared with NSST-BM3D, FFCNN, 
and FFDNet, the improvements are more obvious when the 
noise is at the higher level. Compared with NSTBNet and 
GAN, the PSNR values are also higher. 

TABLE I. THE PSNR VALUE OF DIFFERENT METHODS 

Level 
NSST-

BM3D 
FFCNN FFDNet NSTBNet GAN CycleGAN 

10% 29.84 30.02 30.10 30.13 30.20 30.38 

15% 28.01 28.18 28.29 28.36 28.39 28.63 

20% 26.15 26.22 26.30 26.35 26.38 26.44 

25% 25.12 25.24 25.28 25.30 25.31 25.44 

30% 23.43 23.51 23.64 23.66 23.71 23.95 

TABLE II. THE SSIM VALUE OF DIFFERENT METHODS 

Level 
NSST-

BM3D 
FFCNN FFDNet NSTBNet GAN CycleGAN 

10% 0.872 0.875 0.875 0.882 0.875 0.891 

15% 0.801 0.796 0.806 0.813 0.807 0.876 

20% 0.762 0.763 0.776 0.783 0.784 0.794 

25% 0.706 0.723 0.724 0.735 0.740 0.755 

30% 0.663 0.703 0.710 0.715 0.719 0.723 

TABLE III. THE EPI VALUE OF DIFFERENT METHODS 

Level 
NSST-

BM3D 
FFCNN FFDNet NSTBNet GAN CycleGAN 

10% 0.94 0.95 0.95 0.96 0.97 0.98 

15% 0.90 0.89 0.91 0.92 0.91 0.94 

20% 0.83 0.846 0.86 0.87 0.87 0.89 

25% 0.80 0.82 0.83 0.85 0.84 0.86 

30% 0.70 0.71 0.73 0.75 0.77 0.81 

Table Ⅱ and Table Ⅲ show the average SSIM and EPI 
values of different methods at the five different noise levels, 
respectively. The CycleGAN value is higher than that for the 
other methods. When the noise level increases, its advantages 
will slowly manifest, especially when the noise level is 20% 
and 25%, the SSIM is significantly higher than the other 
methods and when the noise level is 20%, the EPI get the best 
value. 

The reason is that during the training process, the 
denoising extractor in the proposed method makes full use of 
the CST features via the low-pass and high-pass sub-bands 
coefficients.  The consideration of the geometric and structural 
features of the source can be well maintained in the final result 
and guarantee the good value of the SSIM and EPI. 
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(a) The noisy image (b) The ground truth (c) NSST-BM3D (d) FFCNN 

 

    
(e) FFDNet (f) NSTBNet (g) GAN (h) CycleGAN 

Fig. 5. The denoising results at the 10% noise level. 

 
 

    

(a) The noisy image (b) The ground truth (c) NSST-BM3D (d) FFCNN 

    

(e) FFDNet                                      (f) NSTBNet                                (g) GAN                                    (h) CycleGAN 

 

Fig. 6. The denoising results at the 15% noise level. 
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(a) The noisy image (b) The ground truth (c) NSST-BM3D (d) FFCNN 

 

    
(e) FFDNet (f) NSTBNet (g) GAN (h) CycleGAN 

Fig. 7. The denoising results at the 20% noise level. 

In Fig. 5 to Fig. 7, the visual results of the different 
methods are shown. Due to space limitations, only three 
groups of the experimental images are presented. The area 
marked by the red squares is enlarged at the same location. 
Compared with the ground truth and noisy images, the results 
of the CycleGAN method are more clear and they perform 
better in maintaining more feature details than other methods. 
According to the enlarged area, the details can be compared. 
The edge part of CycleGAN denoising image is more smooth 
and clearer, and the detail part is almost equivalent to it is in 
the ground truth. 

Medical image denoising is very important in kinds of 
medical imaging processing tasks. After the optimization, the 
proposed model can be applied into the object detection, 
segmentation, and classification tasks enabled by the 
denoising techniques mentioned in this paper. 

V. CONCLUSION 

An effective medical image denoising method based on the 
improved CycleGAN model and the complex shearlet 
transform is proposed. The main idea is to use the multi-scale 
decomposition property of the CST and the principle of the 
recurrent learning of the GAN. The advantages mainly locate 
at the strong ability of the extracting the important structure 
and edge information of the noisy images and training an 
effective cycle GAN model.  Compared with five state-of-the-
art denoising methods on the open dataset, the validity and 
accuracy are fully demonstrated. 

In future, we will discuss with some medical experts to 
implement more experiments on the data from different 
imaging modalities, such as the MRI, PET and Ultrasound, 
and consider their feedback to validate the effectiveness. 
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