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Abstract—Advancements in data capture techniques in the 

field of Magnetic Resonance Imaging (MRI) offer faster retrieval 

of critical medical imagery. Even with these advances, 

reconstruction techniques are generally slow and visually poor, 

making it difficult to include compression sensors. To address 

these issues, this work proposes a novel hybrid GAN-DRN 

architecture-based method for MRI reconstruction. This 

approach greatly improves texture, boundary characteristics, 

and picture fidelity over previous methods by combining 

Generative Adversarial Networks (GANs) with Deep Residual 

Networks (DRNs). One important innovation is the GAN's all-

encompassing learning mechanism, which modifies the 

generator's behaviour to protect the network against corrupted 

input. In addition, the discriminator assesses forecast validity 

thoroughly at the same time. With this special technique, 

intrinsic features in the original photo are skillfully extracted and 

managed, producing excellent results that adhere to 

predetermined quality criteria. The Hybrid GAN-DRN 

technique's effectiveness is demonstrated by experimental 

findings, which use Python software to achieve an astounding 

0.99 SSIM (Structural Similarities Index) and an amazing 50.3 

peak signal-to-noise ratio. This achievement is a significant 

advancement in MRI reconstructions and has the potential to 

completely transform the medical imaging industry. In the 

future, efforts will be directed towards improving real-time MRI 

reconstruction, going multi-modal MRI fusion, confirming 

clinical effectiveness via trials, and investigating robustness, 

intuitive interfaces, transferable learning, and explanatory 

techniques to improve clinical interpretive practices and 

adoption. 

Keywords—Magnetic Resonance Imaging (MRI); deep 

learning; generative adversarial network; deep residual network; 
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I. INTRODUCTION 

Body organs, extremities, and different tissues were 
imaged using medical imaging devices such Magnetic 

Resonance Imaging (MRI), ultrasound, computed tomography 
(CT), and X-ray. Nevertheless, poor signal-to-noise ratios 
(SNR) and reduced contrast-to-noise ratios (CNR), as well as 
image artefacts, may be present in images obtained using such 
imaging paradigms. Especially in clinical circumstances, the 
impact of imperfections and noise from many sources, like 
those caused by magnetic fields inhomogeneities, have to be 
matched with the period needed for collection. Actually, since 
CT scans have been so much speedier than MRI scans, they 
are frequently chosen over MRI notwithstanding its weaker 
soft tissue contradiction, loyalty, and the presence of ionising 
energy. The average MRI session lasts between 20 and an 
hour for each sufferer. Contrasted to CT, individual scans take 
longer, and they frequently call for distinct MR patterns that 
react distinctly to the properties of distinct tissue kinds such as 
T2-weighted (T2-w) or T1-w MRI [1]. To solve these 
difficulties and enhance the images quality for improved 
visual perception, comprehension, and assessment, image 
reconstruction methods were created. Radionics, medical 
image assessment, and computer-assisted identification and 
assessment are a few applications of deep learning (DL) 
techniques that were employed effectively in medical imaging 
[2], [3]. During the past ten years, enthusiasm for artificial 
intelligence (AI) had significantly increased across almost all 
branches of research and innovation. The development of DL, 
a collection of techniques centred around artificial neural 
networks (ANN), which has shown to be a powerful all-
purpose tool for automated processes, has played a significant 
role in its rise to prominence [4]. 

As non-linear models of the information that best match 
the intended objective for which it was learned, the DL 
networks learn the fundamental features and significant basis 
functionalities. It performs this completely autonomously (i.e., 
without operator input) as a component of an improvement 
procedure to identify the best attributes. In contrast to 
conventional statistical and machine learning (ML) 
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techniques, DL algorithms performance improves accordingly 
to a power law as additional information is added [5]. 
Convolutional neural networks (CNNs), one of the DL 
approaches, have transformed imaging and computer vision 
since they offer a data-driven strategy for addressing a variety 
of difficult issues. Due to their data-driven type, DL 
techniques frequently outperform conventional linear analytic 
techniques, where these characteristics have been manually 
chosen and created over extensive experience and research. 
The term "deep" typically refers to the dimensions and 
quantity of "layers" that make up a neural network, every one 
of which has the capacity to store an enormous amount of 
these properties. Acquiring the interconnected neuron's 
weights from the initial strata to all the following ones until 
the final strata has been a necessary step within the 
optimisation procedure [6]. This procedure is typically 
labelled or supervised in advance. By making modest 
adjustments to the results, or "returning" of the system, 
stochastically gradient descent has been utilised during 
learning to determine this network weight of neurons that are 
optimum. Backpropagation constitutes a technique whereby 
inefficiencies from the identified and anticipated outcome can 
be reduced by changing the weights [7]. As a result, the 
artificial neurons can successfully generate non-linear 
judgements, and the system design can parameterize the 
problem and automatically choose features by controlling the 
weights among the neurons. Among the key factors driving 
the AI development researchers are seeing today was the 
development of novel networks, network structures, and 
neuronal connections [8].  

Recently, DL, also known as representation learning [9], 
had received a lot of interest for the evaluation of medical 
images [10]. Deep learning (DL) outperformed traditional 
machine learning (ML) approaches because it can extract 
features from unfiltered data sources during the learning 
phase. It may acquire concepts based on inputs owing to its 
multiple secret layers [11]. The DL technique and its usage in 
several fields [2], Reconstruction of medical images has been 
aided by recent improvements in successful computing 
platforms such as cloud-based computing and graphics 
processing units (GPUs). The quantity of research carried out 
on medical image recovery has expanded dramatically in 
recent years. Acceleration of MRI scans is one of these 
applications. This problem is essential because, while MRI 
remains the leading diagnostic technology for a range of 
procedures, it is inherently slower than other methods due to 
the physical processes involved in data acquisition. Thus, a 
critical component in the MRI widespread clinical use was the 
lowering of scan times [12]. 

Conventional image reconstruction techniques have 
traditionally relied on broad (unsupervised) restoration 
techniques that make very few implications about the object 
being photographed. These approaches do not conveniently 
support methods that would greatly boost up MR deals, 
despite the fact that they give users trust in the pictures by 
providing solutions that have been typically resilient to noise 
and distortions. The speed factors that can be achieved for 
anatomical contrasting images, like T2-w and T1-w images, 
without taking into account prior understanding have been in 

the range of 2 to 4. The quality of the restoration then quickly 
deteriorates with obvious artefacts. Greater acceleration 
variables may be attained for operational contrast, like 
coronary MR angiography (CMRA) [13].   

New prospects for dramatically increasing MR image 
capture and restoration speeds whilst retaining high quality 
have emerged with the introduction of DL-based techniques 
into MRI restoration. Sparse restoration, multi-contrast 
restoration, and parallel imaging are the three key areas where 
AI-based MR imaging has made progress. Compressed 
sensing (CS), a method for quick MR imaging predicated on 
the sparseness earlier, has gained prominence in recent years. 
Nevertheless, the repetitive solution process requires a 
considerable amount of effort to produce a high-quality 
restoration, and the regularisation parameter has been chosen 
empirically. Despite the fact that several numerical 
techniques, including Stein's Unbiased Risk Estimation 
(SURE) [14], were suggested to optimise the free variables in 
MRI, these techniques are saddled with significant 
computational expenses. 

Additionally, just a small number of standard images are 
used in most systems, and the preceding information is.  

The primary traditional challenge in MRI image 
reconstruction is to accurately reconstruct high-quality images 
from raw data acquired during the scanning process, while 
addressing issues such as under sampling artifacts, noise, and 
motion-related distortions [15]. These factors can lead to 
blurry, distorted, or incomplete images, hindering accurate 
diagnosis and interpretation by medical professionals. 
Overcoming these challenges is crucial for enhancing the 
diagnostic value and overall effectiveness of MRI imaging in 
clinical settings. The significance of this study lies in its 
innovative approach to addressing the challenges of MRI 
image reconstruction, which is crucial for accurate medical 
diagnosis and monitoring. While MRI is a valuable diagnostic 
tool, its relatively slow imaging speed can limit its 
practicality. This paper introduces a Hybrid Deep Learning 
framework that combines the strengths of Generative 
Adversarial Networks (GANs) and ResNet50 Deep Residual 
Networks to enhance the quality and speed of MRI image 
reconstruction. By effectively leveraging GANs for image 
refinement and ResNet50 for feature extraction, the proposed 
approach not only accelerates the reconstruction process but 
also ensures improved image fidelity, texture, and edge 
preservation. This has the potential to greatly benefit clinical 
practice by enabling quicker and more accurate interpretations 
of MRI scans, thus enhancing the overall efficiency and 
reliability of medical imaging for diagnosing and managing 
various illnesses. The study's utilization of performance 
metrics such as PSNR and SSIM provides quantitative 
evidence of the effectiveness of the proposed method, further 
underscoring its importance in advancing MRI image 
reconstruction techniques beyond the limitations of previous 
approaches. Through extensive experimentation and 
comparisons with existing methods, the research demonstrates 
substantial improvements in MRI image reconstruction. In 
prior MRI image reconstruction research, a notable issue was 
the inherent trade-off between image quality and 
reconstruction speed. Traditional methods struggled to provide 
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high-quality images in real-time or with limited computational 
resources. This issue posed challenges in clinical applications 
where timely and accurate diagnoses are imperative. The 
study "Improvement of MRI Image Reconstructions through 
Combination of Deep Residual Networks and Generating 
Adversarial Networks in a hybrid Deep Learning 
Architecture" made the following significant contributions: 

 Better Image Quality: By incorporating GANs, MRI 
images may be seen more clearly and have greater 
value as diagnostics. 

 Real-time or Near-real-time Reconstructions: 
Applications requiring MRI reconstruction of images 
in actual time or near-real-time are critical in medical 
applications. Deep ResNets facilitate rapid MRI 
reconstruction of images. 

 Balancing Trade-off: This study overcomes the 
enduring difficulty of choosing one as opposed to 
another in earlier approaches by striking an equilibrium 
between the quality of images as well as reconstruction 
speed. 

 Clinical Utilisation: By rapidly delivering images of 
excellent quality, the suggested hybrid deep learning 
system will greatly enhance medical evaluations and 
support healthcare providers in making quick and 
precise decisions. 

 Improvement of MRI Technologies: This study 
advances MRI technology by utilising the advantages 
of GANs as well as ResNets, guaranteeing that patients 
obtain the greatest imaging results and medical 
experiences. 

The rest of the paper is structured as follows: Section II 
gives an overview of relevant studies. Section III covers the 
approach's research gap. The proposed approach is presented 
in Section IV, which describes the improving MRI Image 
Reconstruction by employing a Hybrid Deep Learning 
Mechanism based on Generative Adversarial Networks with 
Deep Residual Networks. Section V goes over the findings 
and performance analysis. Finally, Section VI summarises the 
contributions of research techniques to the work 

II. RELATED WORKS 

It is difficult to recreate a PET image regarding low-count 
projected data and physical consequences since the inverse 
issue is poorly stated and the final image has been typically 
noisy. GANs were recently demonstrated improved 
performance in a variety of computer vision applications, 
which has sparked significant attention in medical diagnostics. 
For the purpose of reducing streaking aberrations and 
enhancing the PET images quality, Qianqian et al. [15] 
suggested a unique deep residual GAN (DRGAN) framework 
relying on GANs. Instead of directly generating PET images, 
the investigators of the suggested approach taught a generator 
to build a "residual PET map" (RPM) for expressing images. 
For the purpose of requiring anatomically accurate RPM and 
PET images, DRGAN employed two barriers (critics). The 
authors created residual dense links with pixel shuffle 
processes (RDPS blocks), which promote feature reusing and 

avoid resolution loss, to better enhance the contextual data. To 
assess the suggested strategy, both simulated data and actual 
medical PET data have been employed. The quantification 
outcomes demonstrate that DRGAN may achieve higher 
performances in the bias-difference trade-off and deliver 
equivalent image quality when compared to other cutting-edge 
algorithms. The comprehensibility of the produced residual 
PET map (RPM) or the topographical precision of the restored 
PET images are not included in the description. For accurate 
medical evaluation and clinical choice-making, anatomy 
precision is just as important as comprehension. Evaluation of 
the quality and clinical applicability of the restored PET scans 
is crucial. 

Using sparsely collected information to speed up MRI 
causes substantial artefacts that make it difficult to see the 
image's actual content. Fully dense attention CNN (FDA-
CNN), a cutting-edge convolutional neural network (CNN), 
was suggested by Biddut et al. [16] to eliminate aliasing 
artefacts. Incorporating fully dense connection and an 
attention procedure for MRI restoration, researchers upgraded 
the Unet framework. The fundamental advantage of FDA-
CNN was that every decoder strata's attention gate boosts 
learning by concentrating on the pertinent picture information 
and improves network generalisation by eliminating irrelevant 
engagement. Convolutional layers with close connections can 
also reuse map features and avoid the disappearing gradient 
issue. The investigator additionally employs a fresh, effective 
under-sampling sequence in the phase orientation that extracts 
high and low frequency bands both arbitrarily and deliberately 
from the k-space. Three distinct datasets and sub-sampling 
masks were used to objectively and subjectively assess FDA-
CNN's performance. The suggested method outperformed five 
existing DL-oriented and 2-compressed sensing MRI 
restoration methods because it produced cleaner and more 
illuminated images. Additionally, FDA-CNN outperformed 
Unet for an accelerating value of 5 in terms of average SSIM, 
VIFP, and PSNR each by 0.35, 0.37, and 2 dB, respectively. 
The calibre and variety of the training databases have a 
significant impact on the FDA-CNN technique's success. The 
network's capacity to generalise may be hampered if the 
training databases have been too small or do not sufficiently 
cover all of the potential MRI changes. 

A unique framework was created by Manimala et al. [17] 
to quickly and accurately restore chaotic sparse k-space 
information into MRI. In the suggested approach, Rician 
noise-corrupted MR pictures are denoised using a CNN. The 
technique takes advantage of signal similarities by analysing 
related patch collectively in order to extract local information. 
The CNN was learned on a GPU with the Convolutional 
Network for Fast-Feature Embedding system, rendering it 
appropriate for online restoration, resulting in a crucial drop in 
running time. The primary benefit of the CNN-based 
restoration over current cutting-edge methods has been the 
elimination of the need for noise level optimisation and 
forecasting during denoising. Different under-sampling 
strategies were used in analytical studies, and the findings 
show great accuracy and a constant peak SNR especially at 
twenty-fold under-sampling. Large under-sampling rates make 
it possible to transmit k-space data wirelessly, and fast 
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restoration makes it possible to use our approach for virtual 
health surveillance. The fact that the CNN had been trained on 
a GPU according to the research suggests that there may be 
significant processing demands. In pragmatic medical 
situations, it is crucial to take into account the system's 
scalability and hardware capabilities required for real-time or 
online reconstruction. 

The amount of time it takes to acquire data can be 
significantly decreased with CS-MRI. The conventional CS-
MRI approach, which relies on iterations, is versatile in 
modelling but typically time-consuming. Because of its 
excellent effectiveness, the deep neural network (DNN) 
approach has recently gained popularity in CS-MRI. The DL 
method's disadvantage, however, is its rigidity. It heavily 
relies on the k-space data's screening process and learning 
images. In order to achieve speedy, adaptable, and accurate 
restoration, Ruizhi and Fang [18] suggested an iterative 
technique for MRI restoration termed IDPCNN that combines 
the advantages of both the conventional approach and the DL 
techniques. Projection and denoising are two stages of the 
suggested approach. A cutting-edge denoiser has been used in 
the denoising process for smoothing the images. The 
projection stage continuously adds specifics to the space 
domain while exploring the previously acquired frequency 
domain data. Under various sampling filters and rates, the 
restoration quality has been better than the finest MRI 
restoration techniques. The IDPCNN offers the possibility for 
broad clinical uses due to its stability, rapidity, and high 
restoration quality. The study makes no reference to any 
clinical verification or assessment of the IDPCNN technique 
by qualified physicians or medical professionals. To ascertain 
whether the reconstructed images have been diagnostically 
precise and trustworthy for generating medical judgements, 
clinical evaluation is essential. 

Dynamic MRI is a valuable technique for capturing the 
ever-changing anatomy of various organs in the human body 
over time. However, its clinical utility is often constrained by 
practical limitations, such as limited acquisition time due to 
mechanical and physiological factors. Dynamic MRI is known 
to exhibit spatio-temporal heterogeneity in its frequency 
spectrum, particularly in the k-space domain. To address this 
challenge and expedite the acquisition process, researchers 
Shashidhar and Subha [19]  devised a novel approach 
involving a cascaded Convolutional Long Short-Term 
Memory (ConvLSTM) framework. This technique focuses on 
restoring T2-weighted dynamic MRI patterns from 
significantly under-sampled k-space data. Specifically, it 
leverages a Cartesian undersampling mask to acquire less k-
space data than traditionally required. The ConvLSTM 
framework plays a pivotal role in mitigating aliasing artifacts 
resulting from this undersampling process. Notably, it excels 
in capturing both temporal and spatial connections within the 
image data, surpassing the capabilities of conventional CNN-
based restoration methods. While the use of medical 
databases, such as the Alzheimer's Disease Neuroimaging 
Initiative (ADNI) dataset, offers valuable insights, it also 
raises ethical concerns related to data privacy and informed 
consent. It is imperative that research endeavors adhere to 
rigorous ethical standards and secure the necessary 

permissions and authorizations for the responsible use of such 
data. 

In the areas of neuroscience and ML sectors, there has 
been an increase in interest in comprehending how the 
individual brain functions. In earlier research, generative 
adversarial networks (GANs) and autoencoders were used to 
boost the accuracy of stimulus image restoration from 
functional MRI (fMRI) datasets. These approaches, however, 
primarily concentrate on gathering pertinent aspects across 
two separate data modalities, namely, fMRI and stimulus 
images, whereas neglecting the fMRI statistic's temporal 
information, which results in less than the ideal efficiency. 
Shuo et al. [20] suggested a temporal information-guided 
GAN (TIGAN) to restore visual data from the brain's activity 
to tackle this problem. The suggested approach is made up of 
three essential parts, particularly: an algorithm for image 
restoration that is employed to render the restored image more 
comparable to the unique image; a fMRI encoder for 
visualising the stimulus visuals into hidden space; along with 
an LSTM framework for fMRI characteristic mapping. 
Additionally, researchers use a pairwise ordering loss to 
organise the stimulus images as well as fMRI to guarantee 
strongly correlated pairings are at the highest level and poorly 
associated ones are at the lower level in order to better 
quantify the relationship between two distinct types of 
databases (i.e., natural images and fMRI). The empirical 
findings on real-time databases imply that the recommended 
TIGAN outperforms a number of cutting-edge image 
restoration techniques. GANs and LSTM architectures may be 
operationally taxing; learning and inference need a significant 
amount of computational energy and time. The TIGAN 
method's computational effectiveness is not mentioned in the 
outline, which can have an impact on its accessibility and 
flexibility, especially in large-scale or real-world applications. 

A DL-based restoration approach was presented by Yan 
Wu et al. [21] to enhance image quality for fast MRI. 
Researchers combined a volumetric recursive deep residual 
CNN with the self-attention process, which recorded long-
range connections across image areas. Each convolutional 
layer included a self-attention component integrated into it, 
which computed the signal at each point as the weighted 
average of all the attributes at each position. Additionally, data 
consistency has been mandated, and reasonably dense shortcut 
links have been used. The SAT-Net suggested network has 
been implemented to cartilage MRI data that was obtained 
employing an ultrashort TE pattern and retroactively under-
sampled in a pseudo-random Cartesian sequence. The 
algorithm had been evaluated employing 24 images that 
produced better results after being learned on 336 3-
dimensional images (each one comprising 32 slices). The 
structure is adaptable to a wide range of applications. 
Although it is said that the SAT-Net approach can be applied 
to a variety of applications, the explanation does not give any 
concrete examples or evidence of its usefulness outside of 
cartilage MRI. Validating the approach's efficacy and 
adaptability with diverse MRI data kinds and clinical uses is 
crucial. 

To speed up parallel MRI with residual complicated CNN, 
Shanshan Wang et al. [22] introduced a multi-channel image 
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restoration technique called DeepcomplexMRI. To learn the 
deep residual CNN offline, DeepcomplexMRI employs an 
extensive amount of previous multi-channel ground truth 
images as emphasise data, in contrast to most current efforts 
that depend on the utilisation of coil sensitivity or prior 
knowledge of predetermined transforms. A sophisticated 
convolutional network has been specifically suggested to 
account for the relationship between actual and fictitious 
portions of MRI. Additionally, among network levels, the k-
space information coherence is continually guaranteed. The 
suggested technique can recover the intended multi-channel 
pictures, according to tests using in vivo databases. Its contrast 
with cutting-edge techniques also shows that the suggested 
method could more precisely rebuild the intended MR images. 
The utilisation of medical imaging database poses ethical 
questions about data usage, privacy, and informed permission. 
It is crucial to confirm that the research complies with ethical 
standards and has gotten the necessary authorization for the 
gathering and use of data. 

The main problem with the aforementioned techniques is 
that they require more thorough assessment and validation 
with respect to both clinical application and technical 
excellence. These papers offer novel deep learning-based 
solutions for a range of healthcare imaging problems, such 
as MRI and PET imaging restorations; but they frequently do 
not have comprehensive medical confirmation, expert medical 
confirmation, and scalable evaluations. The evaluated methods 
suggest novel approaches to improving medical images. 
Though DRGAN emphasizes PET image improvement with 
residual GANs, questions arise over the clinical relevance due 
to inadequate focus on RPM comprehension and anatomical 
correctness. FDA-CNN covers MRI artifact reduction, 
although problems with scalability and real-time equipment 
needs are not explored. CNN-based restorations for 
unpredictable sparse MRI data offers potential for denoising 
but require investigation into scalability and real-world 
applications. IDPCNN provides excellent CS-MRI restoration, 
although the lack of clinical validation raises questions 
regarding diagnostic accuracy. ConvLSTM for continuous 
MRI raises ethical issues without providing details on 
adherence to norms. TIGAN provides fMRI recovery with 
temporal instructions, although the computational efficacy is 
not explored. SAT-Net produces promising outcomes for rapid 
MRI enhancement, but its wider relevance remains 
unsubstantiated. Deepcomplex MRI presents a unique 
approach for simultaneous MRI reconstructions with 
recognized ethical implications, emphasizing the importance 
of validation over several datasets and clinical contexts. 
Moreover, informed permission and information protection 
are two moral problems that have not been often handled [19]. 
The primary area of study deficiency is the inadequate use of 
these intriguing deep-learning approaches in realistic clinical 
contexts, where their efficacy, simplicity, and robustness must 
be thoroughly examined and verified. Furthermore, evaluating 
the actual worth and benefits of these suggested approaches in 
clinical settings is hampered by the dearth of studies compared 
with current state-of-the-art procedures. 

III. PROBLEM STATEMENT 

Previously, CNN-based techniques had trouble 
maintaining subtle image information and materials, LSTM-
based techniques had trouble capturing long-range 
dependence, and conventional machine learning techniques 
had trouble adapting to intricate image-to-image conversions 
in MRI reconstructions. To solve these problems, the 
suggested study proposes a combination of deep learning 
architecture that blends Deep ResNets with GANs. Through 
the use of GANs, this method improves texture retention and 
quality of images while facilitating real-time or almost real-
time reconstruction—a crucial feature for applications in 
healthcare. This work expands the application of MRI 
reconstruction to medical imaging by crossing the speed and 
quality of image gaps, providing a more flexible and effective 
means of enhancing healthcare outcomes and increasing 
diagnostic precision. 

IV. PROPOSED GAN-RESNET50 APPROACH 

Undersampling is a key method for speeding the capture of 
Magnetic Resonance (MR) images in Magnetic Resonance 
Imaging (MRI). It may shorten the duration and expense of 
MR scanning, minimizing patient pain. Generative adversarial 
network (GAN) [23] is a particularly effective MRI techniques 
for obtaining the original picture from undersampled images. 
In this work, an MRI picture and the accompanying ground 
truth images are used. Divide the data into training and testing 
sets after normalizing the intensity of pixels as part of the 
preprocessing. Create the ResNet50 generator and 
discriminator network-based GAN framework. Distinguishing 
between genuine high-quality MRI images and artificially 
produced high-quality MRI images is the goal of the 
discriminator. The goal of the generator is to provide excellent 
MRI images that can deceive the discriminator. Construct the 
GAN framework's loss function. A content loss must be 
included in the loss function together with adversarial loss, 
which pushes the generator toward generating realistic images. 
This guarantees that the generated images and the real-world 
images are similar. Iteratively improving the loss function will 
train the GAN model. The discriminator becomes more adept 
at distinguishing actual images from created ones, while the 
generator gets better at producing high-quality MRI images. 
Utilize quantitative criteria to assess the reconstructed images, 
such as peak signal-to-noise ratio (PSNR) and structural 
similarity index (SSIM). These parameters assess how well 
the reconstructed pictures match the originals. The 
experimental results reveal that the hybrid GAN-DRN 
technique achieves amazing performance with an SSIM and a 
PSNR, resulting in a significant improvement in picture 
fidelity. These findings point to the possibility 
of transformational uses in MRI reconstructions. However, the 
technique's performance needs to be evaluated in a variety of 
clinical circumstances to confirm its durability and practical 
efficacy. Fig. 1 shows the overall methodology of the 
Proposed Method. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

425 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 1. Overall workflow of the proposed approach. 

A. Dataset 

The study utilized the dataset from the MICCAI 2013 
Grand Challenge to assess GAN-ResNet50 performance. T1 
weighted coronal brain sections make up the dataset. For 
training, 6277 photos are used for validation, while 9901 
images are used for testing. It presents the results of the test 
set in this work unless specified otherwise. Each image has a 
size of 256 by 256 pixels, with pixel values ranging from 0 to 
1. In the experiment, the center of the original photos is 
cropped if the needed size is less than 256*256 in order to 
assess the model's ability to reconstruct images of various 
sizes, including 64*128, 128*256, and 256*256. To ensure 
that the number of photos needed for training, validation, and 
testing is the same for images of all sizes, thus only crop one 
patch per image is made. It implies that the results on photos 
of various sizes may be compared fairly. Additionally, when a 
model is tested, photos of the same size as those used to train 
it are used [24]. 

B. Data Pre-processing 

For categorization, the normalization type of pre-
processing is essential. The input data should be normalized to 
speed up the learning process. Furthermore, to avoid 
numerical problems like accuracy loss due to arithmetic 
errors, some sort of data normalization may be necessary. 
Following initially outweighing features with originally lower 

ranges, characteristics with initially big ranges would take 
over a gradient descent. Feature space normalization might be 
considered a kernel impression of pre-processing rather than, 
strictly speaking, a type of pre-processing because it is not 
introduced externally to the input matrices. In other words, by 
transforming the data into a usable plane, normalization is a 
distinct kernel mapping approach that simplifies calculations. 
Given the enormous amount of data points, the complex 
normalization algorithm requires an extended period for 
processing. The Min-Max normalization technique that was 
selected is fast and efficient.  

By using Min-Max Normalisation, the real data m is 
translated straight into the required interval as given in (1) 
(      ,       ). 

         (             )  .
      

         
/     (1) 

The method's advantage is that it maintains every 
connection among the data points precisely. 

C. Image Segmentation 

Image segmentation is a critical component of medical 
image processing, including MRI data enhancement. In the 
context of MRI reconstruction, image segmentation plays a 
pivotal role in isolating and delineating specific anatomical 
structures or regions of interest within the reconstructed 
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images. This segmentation process is fundamental for tasks 
such as tumor detection, organ volumetry, and the 
visualization of specific tissues or pathologies. The integration 
of GANs and Deep ResNets within MRI reconstruction 
pipelines enhances the segmentation process by providing 
high-quality, noise-reduced images for subsequent analysis. 

D. Preprocessing for Segmentation 

Before the actual segmentation process, the reconstructed 
MRI images are subjected to preprocessing steps, which may 
include denoising, bias field correction, and intensity 
normalization. The integration of GANs and ResNets at earlier 
stages of image reconstruction inherently improves the quality 
of MRI data, leading to more accurate and robust 
preprocessing results. 

Semantic and Instance Segmentation 

 In the context of medical imaging, there are two 
primary types of image segmentation: semantic 
segmentation and instance segmentation. 

 Semantic segmentation involves classifying each pixel 
in the image into predefined categories or labels. For 
example, it can be used to differentiate between 
different types of tissues, such as white matter, gray 
matter, and cerebrospinal fluid in brain MRI. 

 Instance segmentation takes the process further by 
distinguishing individual instances of objects within 
the same category. For example, it can be used to 
identify and differentiate multiple tumors in an MRI 
scan. 

1) ROI Detection: Region of interest (ROI) detection is a 

vital aspect of medical image analysis. GANs and ResNets 

contribute to the creation of sharper, high-resolution images, 

making it easier for automated algorithms to detect and 

segment ROIs accurately. This is especially valuable in tasks 

such as identifying specific pathologies or measuring 

anatomical structures. 

2) Benefits of GANs and ResNets in Segmentation: 

 Noise Reduction: The noise reduction capabilities of 
GANs help in segmenting images with minimal 
interference from artifacts or random noise. 

 Edge Preservation: ResNets, with their deep 
architectures, are well-suited for preserving image 
edges, enabling the precise delineation of structures in 
the segmentation process. 

 Better Contrast: GANs enhance the contrast and clarity 
of MRI images, making it easier for segmentation 
algorithms to distinguish between different regions or 
structures. 

 Improved Generalization: By improving the overall 
quality of MRI images, the integration of GANs and 

ResNets ensures that segmentation models generalize 
better across different datasets and clinical scenarios. 

E. Generative Adversarial Network with ResNet50 

A generator    and a discriminator   make up a GAN. 
The parameters or weights of the generator are indicated as 
   and   , respectively. The generator reconstructs the 
original, completely sampled MRI (I) and labels them as real, 
while the discriminator is instructed to identify the 
reconstruction from the undersampled images (n) as false, or 
not real. The discriminator cannot determine if the images it 
reconstructs are real or artificial, that is, it is unable to 
differentiate the reconstructed images apart from the 
completely sampled ones. In contrast, the generator is trained 
to attain the opposite goals. The following loss function is able 
to be used to mathematically represent the entire process of 
training as a minimax activity given in (2): 

 (       )  

                ( ),      ( )-     ( ),   (  

   (   ( )))-  (2) 

Here the distribution of the undersampled images is 
represented by    and the distribution of the fully sampled 
images by  . It has been demonstrated that the generator 
minimizes the Jensen-Shannon divergence among the 
distributions of the original and reconstructed images when 
using an optimized discriminator. In other words, it is possible 
to think about GAN models as minimizing the distributional 
difference between completely sampled and reconstructed 
images. 

1) Generator architecture with ResNet50: The study 

utilized a unique generator design to enhance training stability 

and speed up model convergence. ResNet50 can capture scale-

invariant features based on spectral data, convolutional 

processes are good at capturing spatial properties. Therefore, it 

is preferred to take into account both the spatial and spectral 

data in one framework. Their main distinction is that 

ResNet50 operates on each subband from the preceding level. 

The ResNet50 feature, according to the study, may speed up 

feature learning. As a result, it might provide quicker 

convergence and more training consistency. This is the first 

time a deep learning model has been tried using ResNet50-

based architectures. 
When using ResNet-50 as the generator in a GAN 

framework in Fig. 2 for MRI image reconstruction, the 
generator network plays a crucial role in transforming low-
quality MRI images into high-quality ones. The ResNet-50 
architecture consists of convolutional layers, residual blocks, 
downsampling layers, and an output classification layer. To 
repurpose ResNet-50 as a generator, the architecture is 
modified by removing the classification layer and adapting the 
last layer to match the dimensions of high-quality MRI 
images. The modified ResNet-50 generator takes low-quality 
MRI images (LQ) as input and aims to generate corresponding 
high-quality MRI images (HQ).  
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Fig. 2. Generator architecture with ResNet50. 

The input LQ images pass through the initial convolutional 
layers, capturing low-level image features. The residual 
blocks, which are the hallmark of ResNet architectures, help 
the generator learn the residual mapping between LQ and HQ 
images. These blocks contain skip connections that directly 
connect earlier layers with deeper layers, allowing the network 
to learn the difference or residual between the input and target 
images. By incorporating skip connections and residual 
learning, the generator can effectively capture and preserve 
important image details during the upsampling process. The 
upsampling layers gradually increase the spatial resolution of 
the input, helping to generate high-quality images with fine 
details. The modified last layer of the generator outputs high-
quality MRI images that closely resemble the ground truth 
images. During the training process, the generator is updated 
based on the adversarial loss and content loss, as mentioned 
earlier. This encourages the generator to produce high-quality 
images that can deceive the discriminator and resemble the 
ground truth high-quality MRI images. By leveraging the 
ResNet-50 architecture as the basis for the generator, the GAN 
framework benefits from its ability to learn complex image 
mappings and effectively handle attribute extraction, resulting 
in improved MRI image reconstruction. 

2) Discriminator with ResNEt-50: The flattening layer of 

the discriminator employed in GAN-ResNet50 is the primary 

factor enforcing the input size constraint. Considering the 

GAN-ResNet50 discriminator is analysing a 256×256-pixel 

MR picture. The image is compressed by 26 = 64 times, or 

4×4 pixels, after undergoing 6 convolutional procedures. The 

'concat, 1024' layer has 1024 channels when it is reached. Its 

size at this layer could be characterized as a tensor of 

4×4×1024 dimensions. The tensor from the previous layer, 

"concat, 1024," is unwound into a column vector of 8192 units 

by the following flattening layer. The following dense layer, 

which has 8192 input nodes, is capable of accepting it. On the 

other hand, if the similar model is given an image with 

128*128 pixels. This image would be converted into a 

2×2×1024-dimension tensor, unraveled into a 4096-unit 

column vector, and then layered with an 8192-unit dense layer 

even though there aren't enough input nodes for it. This 

instance demonstrates how the GAN-ResNet50 discriminator's 

input size limitation works. 

To eliminate this constraint, the investigation replaces the 
flattened procedure with a global average pooling (GAP) 
layer. 29 GAP determines the average value of each pixel in 
each input way, irrespective of the image's size or pixel count. 
For instance, the GAP layer inputs in the simulation have 
1024 channels. The result of this function is always going to 
be a series of vectors with 1024 units, no matter how big the 
tensor that was input from 'concat, 1024' is. Following that, 
the sigmoid is activated by applying an intense layer of 1024 
units. As a result, the input size restriction is significantly 
lifted by the discriminator's architecture. According to the 
paper, this is a plan to use GAN-based MRI techniques for the 
first time. 

While ResNet-50 is typically used for classification tasks, 
discriminator architecture in Fig. 3 can be designed to 
effectively assess the authenticity of the generated images. 
The discriminator architecture can be constructed by 
modifying the last layer of ResNet-50 to output a binary 
classification result, indicating whether the input image is real 
(high-quality) or fake (generated). By removing the 
classification layer and retaining only the convolutional layers 
and downsampled features of ResNet-50, the discriminator 
focuses on learning discriminative features for distinguishing 
between real and generated images. The modified ResNet-50 
discriminator can have additional layers, such as fully 
connected layers and a final sigmoid activation layer for 
binary classification. The convolutional layers within the 
ResNet-50 architecture capture hierarchical image features, 
while the additional layers facilitate the final decision-making 
process. The discriminator takes input images, both real high-
quality MRI images (HR) and the generated high-quality 
images (G(LQ)), and outputs the probability of the input being 
a real image. Throughout the training process, the 
discriminator undergoes training to minimize the binary cross-
entropy loss, which measures the disparity between its 
predictions and the actual ground truth labels. This adversarial 
training strategy compels the discriminator to become 
proficient in discerning between authentic and synthesized 
images. Concurrently, the generator, which is based on the 
modified ResNet-50 architecture, strives to generate images 
that can convincingly mislead the discriminator. Through this 
collaborative interplay, wherein the generator and 
discriminator are thoughtfully adapted, the GAN framework 
becomes adept at learning to generate MRI images of 
exceptional quality. These generated images exhibit a 
remarkable likeness to authentic MRI scans, consequently 
elevating the overall standard of image reconstruction quality. 
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Fig. 3. Discriminator architecture with ResNet50. 

3) Adversarial loss function: Although there is an 

empirical rationale for the success of GAN, as mentioned in 

the introductory section, in practice GAN experiences non-

convergence and training fluctuations. The training of the 

model with loss function, which we shall employ in our 

model, is said to solve these two issues. It is suggested to 

minimize the distance between the generator and discriminator 

as opposed to minimizing JSD. A more stable training history 

is said to be achieved by this (3): 

 (       )  

                
( ),  ( )-       ( ),  (  ( ))-

  (3) 

If the discriminator function    is 1-Lipschitz, then this 
loss function minimizes the distance (4). 

‖  ‖     (4) 

Weight clipping may be employed to enforce this 1-
Lipschitz requirement. The distinct loss functions for the 
discriminator and generator, which is referred to as     and 

    in (5) and (6) accordingly, for purposes of simplification 

(3): 

   (   )            
( ),  ( )-       ( ),  (  ( ))- 

(5) 

  (   )              ( ),  (  ( ))-  (6) 

The frequency domain loss (  ) and normalized root mean 
square error (NMSE) loss (  ) to the overall generator loss in 
addition to    is increased. In the spatial and temporal 
domains, accordingly,   and    are anticipated to reduce the 
distinction among fully sampled and reconstructed image. 
They are characterized as (7) and (8): 

  (   )  √
‖    ( )‖

 

‖ ‖ 
  (7) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 1, 2024 

429 | P a g e  

www.ijacsa.thesai.org 
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Here F is the Fourier transform operation to convert an 
image to a frequency representation, often known as a k-space 
representation. The generator's final loss function in the 
simulation is (9): 

   (   )              (9) 

Here a and b are weights to balance out how much each of 
the three loss components contributes to the overall loss. 

V. RESULTS AND DISCUSSIONS 

Deep learning approaches have been shown to offer 
significant potential for the development of MRI image 
reconstruction. Utilizing a wide range of various approaches, 
study in this field has skyrocketed over the last five years. 
More thorough evaluation and a broad display of proactively 
obtained clinical information are required to boost trust in 
such methods. The work proposes a novel GAN-based MRI 
reconstruction method that can successfully do away with the 
input size constraints of GAN. Using ResNet50 connections 
and loss functions, feature learning can be accelerated. While 
still working well on images of different sizes, the model has 
demonstrated improved reconstructing accuracy when 
compared to previous MRI techniques. 

A. Performance Metrics 

In the study focusing on the "Enhancement of MRI Image 
Reconstruction through Integration of Generative Adversarial 
Networks (GANs) and Deep Residual Networks (ResNets) in 
a Hybrid Deep Learning Framework," the evaluation of the 
proposed methodology is conducted through a range of 
performance metrics. These metrics include the Peak Signal-
to-Noise Ratio (PSNR), measuring image quality by assessing 
the similarity between original and reconstructed images; the 
Structural Similarity Index (SSIM) to evaluate the 
preservation of structural information; Mean Square Error 
(MSE) and Root Mean Square Error (RMSE) to gauge the 
average squared differences between original and 
reconstructed images; Dice Coefficient for segmentation tasks, 
assessing the overlap in segmented regions; and 
considerations of computational efficiency, such as inference 
time, vital for real-time medical imaging applications. These 
metrics collectively serve as a comprehensive means to 
quantify the effectiveness and quality of MRI image 
reconstruction in the context of the hybrid deep learning 
framework, ensuring it meets the stringent requirements of 
medical imaging while optimizing computational efficiency. 

 Peak Signal-to-Noise Ratio (PSNR): PSNR serves as a 
metric for assessing the fidelity of the reconstructed 
MRI images by quantifying the degree of similarity 
between the original and reconstructed images. 
Elevated PSNR values are indicative of superior image 
quality.  

 Structural Similarity Index (SSIM): SSIM evaluates the 
structural information preservation in the reconstructed 
images. Higher SSIM values indicate that the fine 
details and structures in the images are retained. 

 Mean Square Error (MSE): MSE measures the average 
squared differences between the original and 
reconstructed images. Lower MSE values imply better 
reconstruction quality. 

 Root Mean Square Error (RMSE): RMSE is the square 
root of MSE and provides a more interpretable measure 
of the reconstruction error. 

 Dice Coefficient (for segmentation tasks): If the MRI 
images are used for segmentation tasks, the Dice 
coefficient measures the overlap between the 
segmented regions in the original and reconstructed 
images. 

 Computational Efficiency: This can include metrics 
like the inference time required for image 
reconstruction, which is crucial in real-time medical 
imaging applications. 

These performance metrics are essential for quantitatively 
assessing the quality and efficacy of the MRI image 
reconstruction using the proposed hybrid deep learning 
framework, ensuring that it meets the requirements for 
accurate, high-quality medical imaging while considering 
computational efficiency. 

Outcomes of several reconstruction techniques for a 
256×256-pixel image are given. The term "GAN-Resnet50" 
which refers to the original with the loss function included. 
The whole set of tests demonstrates that the ResNet50-based 
generator and discriminator further enhance the model 
effectiveness whereas the addition of the loss function just 
minimally accomplishes it. 

TABLE I. Outcome of 256*256 Pixel Images in 10% 

Approaches 
Sampling Ratio of 10% 

PSNR SSIM 

WDAGAN 31.689 0.920 

DAGAN 30.272 0.891 

GAN-ResNet50 35.281 0.950 

In Table I, the outcomes of different image enhancement 
approaches for 256x256 pixel images under a 10% sampling 
ratio are presented, along with their corresponding Peak 
Signal-to-Noise Ratio (PSNR) and Structural Similarity Index 
(SSIM) values. Among the methods evaluated, GAN-
ResNet50 demonstrated the highest PSNR at 35.281 and the 
highest SSIM at 0.950, indicating its superior ability to 
reconstruct high-quality images from the sparse data, which is 
crucial for preserving image fidelity. WDAGAN followed 
with a PSNR of 31.689 and an SSIM of 0.920, showcasing its 
competitive performance. DAGAN, on the other hand, 
achieved a PSNR of 30.272 and an SSIM of 0.891, indicating 
slightly lower image quality compared to the other methods. 
These results highlight the effectiveness of GAN-ResNet50 in 
enhancing image reconstruction quality at a 10% sampling 
ratio, emphasizing its potential for improving image-based 
diagnostic and analysis tasks in various fields such as medical 
imaging and remote sensing. 
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TABLE II. OUTCOME OF 256×256 PIXEL IMAGES IN 50% 

Approaches 
Sampling Ratio of 50% 

PSNR SSIM 

WDAGAN 39.976 0.990 

DAGAN 44.939 0.954 

GAN-ResNet50 50.111 0.998 

In Table II, the results for different image enhancement 
approaches applied to 256×256-pixel images at a 50% 
sampling ratio are presented, along with their respective Peak 
Signal-to-Noise Ratio (PSNR) and Structural Similarity Index 
(SSIM) values. Notably, GAN-ResNet50 exhibited the highest 
PSNR at 50.111 and an outstanding SSIM of 0.998, indicating 
its remarkable ability to reconstruct images with exceptional 
quality, particularly in scenarios where more data is available. 
WDAGAN, while also performing well, achieved a PSNR of 
39.976 and a very high SSIM of 0.990, highlighting its 
competence in preserving image details. DAGAN, on the 
other hand, excelled with an impressive PSNR of 44.939, 
demonstrating its proficiency in achieving high fidelity image 
reconstruction even at this increased sampling ratio, although 
its SSIM of 0.954 suggests some room for improvement in 
structural similarity. These results underscore the exceptional 
performance of GAN-ResNet50 in enhancing image quality at 
a 50% sampling ratio, emphasizing its potential for various 
image-centric applications where data availability is more 
substantial, such as high-resolution medical imaging and 
remote sensing tasks. Fig. 4 shows the Sampling ratio of 
256×256-pixel images in 10% and 50%. 

The quality of this enhancement is clearly obvious. The 
internal carotid artery is a bright, vertically directed line that is 
located slightly below the brain when compared to the 
equivalent region in the reconstructed image. The 
reconstruction inaccuracy of this artery in the 'Difference 
Image' in GAN-ResNet50 is significant. The error looks to be 
less organized and more random. This suggests that GAN-
ResNet50 is performing more qualitatively. The 
reconstruction error of DAGAN is almost non-existent in the 
magnified perspective of the red box with corpus callosum 
and white matter tract and the green box with medial temporal 
cortex. On the other hand, the image created by 
DAGAN shows an increased error. 

In Table III, the results for various image enhancement 
approaches applied to 64×128 pixel images at a 10% sampling 
ratio are displayed, along with their corresponding Peak 
Signal-to-Noise Ratio (PSNR) and Structural Similarity Index 
(SSIM) values. Among the methods assessed, GAN-ResNet50 
achieved the highest PSNR at 27.8 and an impressive SSIM of 
78.9, demonstrating its capability to enhance image 
reconstruction quality even when data is sparser. WDAGAN, 
although with lower PSNR (24.90) and SSIM (76.5) values, 
exhibited competitive performance. DAGAN, on the other 
hand, had a PSNR of 24.22 and an SSIM of 74.4, indicating 
relatively lower image quality compared to the other methods 
at this low sampling ratio. In Table IV, the results for the same 
approaches are presented but for 64x128 pixel images with a 
50% sampling ratio. GAN-ResNet50 once again displayed the 
highest PSNR at 40.4 and an outstanding SSIM of 98.1, 

signifying its excellent performance in reconstructing high-
quality images from more abundant data. WDAGAN and 
DAGAN also showed substantial improvements at the 
increased sampling ratio, with competitive PSNR and SSIM 
values. These results underscore the effectiveness of GAN-
ResNet50, especially in scenarios with limited data, and its 
ability to significantly improve image reconstruction quality, 
making it a promising solution for various applications, 
including low-resolution medical imaging and remote sensing 
tasks. Fig. 5 shows the Sampling ratio of 64×128-pixel images 
in 10% and 50%. 

 

Fig. 4. Sampling ratio of 256×256-pixel images in 10% and 50%. 

 

Fig. 5. Sampling ratio of 64×128 pixel images in 10% and 50%. 
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TABLE III. OUTCOME OF 64×128 PIXEL IMAGES IN 10% 

Approaches 
Sampling Ratio of 10% 

PSNR SSIM 

WDAGAN 24.90 76.5 

DAGAN 24.22 74.4 

GAN-ResNet50 27.8 78.9 

TABLE IV. OUTCOME OF 64×128 PIXEL IMAGES IN 50% 

Approaches 
Sampling Ratio of 50% 

PSNR SSIM 

WDAGAN 38.4 97.5 

DAGAN 38.1 97.3 

GAN-ResNet50 40.4 98.1 

 

This characteristic expands the variety of training samples 
by enabling the identical GAN-ResNet50 model to analyze an 
assortment of image dimensions that could be encountered in 
MR reconstruction. The study has introduced global average 
pooling to relax the input size requirement of the proposed 
GAN-ResNet50 framework to provide a fair comparison. 

TABLE V. OUTCOME OF 128×256 PIXEL IMAGES IN 10% 

Approaches 
Sampling Ratio of 10% 

PSNR SSIM 

WDAGAN 30.1 91.5 

DAGAN 28.3 88.6 

GAN-ResNet50 37.4 95.3 

Table V presents the outcomes for different image 
enhancement approaches applied to 128x256 pixel images at a 
10% sampling ratio, accompanied by their respective Peak 
Signal-to-Noise Ratio (PSNR) and Structural Similarity Index 
(SSIM) values. Notably, GAN-ResNet50 exhibited the highest 
PSNR at 37.4 and an impressive SSIM of 95.3, signifying its 
exceptional proficiency in enhancing image reconstruction 
quality even in situations with limited data. WDAGAN also 
performed well with a PSNR of 30.1 and a commendable 
SSIM of 91.5, demonstrating its competence in preserving 
image details. On the other hand, DAGAN, while achieving a 
PSNR of 28.3, had a relatively lower SSIM of 88.6, 
suggesting some room for improvement in structural 
similarity. These results underscore the superior performance 
of GAN-ResNet50 in enhancing image quality at a 10% 
sampling ratio, highlighting its potential for various 
applications, particularly those involving low-resolution 
medical imaging and remote sensing, where data availability 
may be constrained. 

TABLE VI. OUTCOME OF 128×256 PIXEL IMAGES IN 50% 

Approaches 
Sampling Ratio of 50% 

PSNR SSIM 

WDAGAN 43.1 98.1 

DAGAN 39.7 96.9 

GAN-ResNet50 50.3 99.1 

In Table VI, the results for various image enhancement 
approaches applied to 128×256-pixel images at a 50% 
sampling ratio are presented, along with their corresponding 
Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity 
Index (SSIM) values. Remarkably, GAN-ResNet50 
demonstrated the highest PSNR at 50.3 and an exceptional 
SSIM of 99.1, underscoring its remarkable capacity to 
substantially improve image reconstruction quality in 
scenarios where data availability is more abundant. 
WDAGAN also displayed impressive performance, with a 
PSNR of 43.1 and an outstanding SSIM of 98.1, indicating its 
competence in preserving image details even at the higher 
sampling ratio. DAGAN, while achieving a PSNR of 39.7, 
exhibited a slightly lower SSIM of 96.9, signifying a relatively 
lower level of structural similarity. These results highlight the 
outstanding performance of GAN-ResNet50, especially in 
situations with more data, further emphasizing its potential for 
diverse applications, including high-resolution medical 
imaging and remote sensing, where data quality and fidelity 
are of utmost importance. Fig. 6 shows the Sampling ratio of 
128*256 pixel images in 10% and 50%. 

In the context of image enhancement and reconstruction, 
various models have been compared based on their 
performance metrics, namely, the Structural Similarity Index 
(SSIM) and Peak Signal-to-Noise Ratio (PSNR). 

In Table VII, the study conducted by Hyun et al. [25], the 
U-net model achieved an SSIM of 0.903, but the PSNR was 
not specified. Cole et al. [26] implemented an Unsupervised 
GAN and reported an SSIM of 0.81 along with a PSNR of 
26.39. Z. Wang et al. [27] used the Unet-DSSIM model, 
which achieved an SSIM of 0.88 and a PSNR of 29. In 
contrast, the proposed method, a Hybrid GAN-DRN model, 
outperformed the others with an impressive SSIM of 0.99 and 
a remarkable PSNR of 50.3. These performance metrics 
highlight the significant advancements achieved by the 
proposed method in terms of image quality and fidelity. Fig. 7 
provides a visual representation of the performance 
comparison, further emphasizing the superiority of the Hybrid 
GAN-DRN model in enhancing image reconstruction quality. 

 

Fig. 6. Sampling ratio of 128×256-pixel images in 10% and 50%. 
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TABLE VII. PERFORMANCE COMPARISON  

Reference Model SSIM PSNR 

Hyun et al [25] U-net 0.903 - 

Cole et al. [26] Unsupervised GAN 0.81 26.39 

Z. Wang et 

al.[27] 
Unet-DSSIM 0.88 29 

Proposed 
Method 

Hybrid GAN-DRN 0.99 50.3 

 

Fig. 7. Performance comparison of different methods.  

The overall performance comparison among the various 
image enhancement methods clearly demonstrates the 
remarkable superiority of the proposed Hybrid GAN-DRN 
model. Its exceptional SSIM score of 0.99 and a remarkable 
PSNR value of 50.3 signify a substantial leap in image quality 
and fidelity. The Hybrid GAN-DRN's outstanding SSIM score 
indicates a near-perfect similarity between the enhanced 
images and the ground truth, suggesting that it effectively 
preserves fine image details and structural content. 
Furthermore, the exceptionally high PSNR value reflects a 
minimal level of noise and distortion in the reconstructed 
images, making them highly faithful to the original data. In 
contrast, the other methods in the comparison, such as U-net, 
Unsupervised GAN, and Unet-DSSIM, displayed relatively 
lower SSIM and PSNR values, indicating comparatively 
reduced image quality and fidelity. This stark performance 
differential emphasizes the substantial advancements achieved 
by the proposed Hybrid GAN-DRN model. It excels in 
enhancing image reconstruction quality, reducing noise, and 
retaining essential image features. As such, the proposed 
method holds great promise for a wide array of applications, 
particularly in fields like medical imaging and remote sensing, 
where image quality is of paramount importance and where it 
can significantly improve the accuracy of diagnostic and 
analysis tasks. 

B. Discussion 

The study of picture improvement using DRNs and 
GANs represents a significant advancement in reconstructed 
images. The study's conclusions and comparison of several 
methods for enhancing images offer light on the capacity of 
such models and demonstrate the superior results of the 
suggested Hybrid GAN-DRN methodology. The primary goal 

of the study is to compare several image improvement 
techniques utilizing the SSIM and PSNR, two important 
performance indicators. Particularly in areas like remote 
sensing and healthcare imaging, these measures are essential 
for evaluating the authenticity and quality of augmented 
images. The analysis of the information shows a distinct 
pattern: The suggested Hybrid GAN-DRN architecture works 
noticeably better than each of the approaches compared. This 
simulation attains a remarkable 50.3 PSNR and a remarkable 
0.99 SSIM score. These measurements show how well the 
suggested approach preserves picture details, lowers noise, 
and improves the overall level of reconstruction of images. 
This is especially significant since it creates new opportunities 
for a variety of image-centric systems in which the precision 
and integrity of the reconstructions are critical. The practical 
implications of this research are significant, particularly in 
areas where diagnostics and choice-making processes are 
directly impacted by the quality of images. The suggested 
approach can lead to improved reconstruction of image 
quality, more precise medical diagnosis, and improved 
evaluation of information from remote sensing, and improved 
image-based systems for making decisions. To completely 
realize the possibilities of the suggested strategy, despite its 
exceptional contributions, it is imperative to highlight the 
necessity for additional studies and verification in medical and 
real-world environments. The study also emphasizes how 
crucial it is to comprehend and maximize the processing 
requirements of sophisticated models based on deep learning, 
particularly for large-scale or instantaneous applications. To 
sum up, the study of picture improvement using a combination 
of GANs and DRNs represents a substantial development in 
the area of reconstruction of images. The exceptional 
performance of the suggested Hybrid GAN-DRN approach, as 
shown by SSIM and PSNR parameters, places it in an 
encouraging spot for enhancing image authenticity as well as 
quality in a variety of uses, eventually leading to improved 
accuracy and confidence in image-based decision-making 
procedures. The benefit of DRGAN is its novel usage of a 
residual GAN structure to generate a "residual PET map" 
(RPM), which has the potential to increase PET picture quality 
with enhanced contextual data. However, more attention on 
clinical application is needed. FDA-CNN excels in removing 
MRI artifacts with a completely dense focus, demonstrating 
promising results. However, the technology requires further 
investigation to overcome scalability issues to assess its 
practical application in real-time applications. 

VI. CONCLUSION AND FUTURE WORK 

Ultimately, this research presents a potentially effective 
MRI reconstruction technique based on the GAN-ResNet50 
design, tackling the crucial problem of accurate and high-
fidelity reconstruction of images. The study's comparison 
studies show that the suggested strategy outperforms both 
previous approaches and cutting-edge deep learning methods 
for maintaining fine-grained image information. This 
development has significant potential to improve the fidelity 
and quality of MRI reconstructions, especially in the field of 
medical imaging because accurate diagnosis and decision-
making depend on high-quality images. The acquired findings 
demonstrate the GAN-ResNet50 strategy's outstanding 
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performance and its capacity for balancing image texture, 
border specifics, and total fidelity. Together with the GAN's 
discriminatory powers, the hybrid deep learning method 
strikes a compromise that guarantees a degree of 
reconstructing grade that is both visually realistic and for 
diagnosis. The suggested GAN-DRN-based MRI 
reconstruction approach may encounter difficulties in dealing 
with distinct anatomical variances and diseases, thus limiting 
generalisation across different clinical circumstances. 

A. Future Work 

There are a number of fascinating avenues for additional 
study and advancement as researchers look to the years to 
come. These involve leveraging the GAN-ResNet50 design to 
optimize real-time MRI reconstruction, verifying the method's 
clinical effectiveness through rigorous examinations, 
expanding its uses to multi-modal MRI combination for 
thorough assessment of patients, and investigating ways to 
improve robustness, interpretation, ease of use, and 
transferable learning abilities via explainability methods. 
These actions are essential for increasing the novel approach's 
medical acceptance and interpretation, which will ultimately 
help MRI imaging patients and healthcare providers. 
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