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Abstract—Optical Character Recognition (OCR) holds im-
mense practical value in the realm of handwritten document
analysis, given its widespread use in various human transac-
tions. This scientific process enables the conversion of diverse
documents or images into analyzable, editable, and searchable
data. In this paper, we present a novel approach that combines
transfer learning and Arabic OCR technology to digitize ancient
handwritten scripts. Our method aims to preserve and enhance
accessibility to extensive collections of historically significant
materials, including fragile manuscripts and rare books. Through
a comprehensive examination of the challenges encountered
in digitizing Arabic handwritten texts, we propose a transfer
learning-based framework that leverages pre-trained models to
overcome the scarcity of labeled data for training OCR systems.
The experimental results demonstrate a remarkable improvement
in the recognition accuracy of Arabic handwritten texts, thereby
offering a highly promising solution for the digitization of
historical documents. Our work enables the digitization of large
collections of ancient historical materials, including manuscripts
and rare books characterized by delicate physical conditions. The
proposed approach signifies a significant step towards preserving
our cultural heritage and facilitating advanced research in
historical document analysis.
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I. INTRODUCTION

Around 1.8 billion people in the world speak the Arabic
language. Arabic writing is unique and semi-cursive in both
printed and handwritten forms. Arabic OCR systems are of
two types, online and offline, aiming to convert Arabic text
images into machine-readable words. Online systems use spe-
cial equipment like a pen and tablet, while offline systems
use scanners. There are open issues in Arabic OCR, such
as generalization ability, the use of deep learning, lack of
standard taxonomy, large-scale evaluation, and reproducible
research [1], [2], [3].

The method used to process the documents or images to
extract text is represented as OCR. These images or documents
be in different forms, like scanned or digitized. This process
helps extract text from these documents in an editable form
for a machine to edit it. This process exists in two types,
i.e. online and offline. In an online OCR system, real-time
text recognition will be performed like writing on digital

notebooks [4]. Whereas, written documents or images taken
from some written sources are used in the offline OCR sys-
tem [5]. As we focus on Arabic and dealing with handwritten
documents or images, it comes in both offline and online
types. Therefore, recognizing the text more accurately is the
issue because the Arabic language has unique and challenging
characteristics compared to other languages [6]. Its characters
come in different shapes concerning their position in words,
increasing the difficulty level for recognition, and when the
document is of low quality or in different writing styles, fonts,
cursive nature, and quality documents [7].

Some available tools help extract and recognize the Arabic
text from the documents, like Tesseract [8], OCR Space [9],
OmniPage [10], easy-OCR [11] and others. From all these,
Tesseract gives a better result, but it needs more training and
data to recognize handwritten Arabic text with high character,
word, and overall text accuracy. By keeping this point in mind,
we decided to use the transfer learning method on Tesseract to
achieve a high recognition rate for offline handwritten Arabic
text. It needs more training datasets, including ground truth,
images, and box files. For this purpose, we write a script that
makes images of the ground truth to fast forward the process
and then makes the box files, and then these files are used
together for transfer learning.

OCR can be used in many fields of life where it makes
work easy, efficient, and digital. Hospitals process patient and
insurance company files on the computer to make a digitized
record as these kinds of records are handwritten, which is why
OCR needs handwritten documents as well and uses them in
many more fields [12], [13], [14].

A. Problem Formulation

Many OCR systems are available for different languages
with different features, like unilingual or multilingual OCR
systems. Much research is done in English and other Germanic
languages, especially in noncursive scripts, because these are
easier to be processed by the OCR systems. However, scripts
like Arabic are challenging to recognize due to their cursive
nature, the appearance of Arabic letters in different shapes in
different words as shown in Table I, and diacritics that come
above or below the Arabic word or letter. It changes the mean-
ing of words as they are just minor signs, as shown in Table II.
Arabic script is written from right to left, and some writing

www.ijacsa.thesai.org 1185 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 10, 2024

styles change the appearance of the words, like in Fig. 1. Due
to these complexities, Arabic OCR is a challenging research
area that needs more consideration. Limited publicly available
datasets exist for research purposes, and different techniques
are available. However, each technique has pros and cons that
limit character and word accuracy in the preprocessing and
segmentation phases [15], [16].

Fig. 1. Arabic sentence in two different writing styles, i.e. (a) Nask and (b)
Nastaliq.

TABLE I. ARABIC LETTERS AND THEIR DIFFERENT SHAPES BASED ON THE
POSITION IN A WORD

Isolated Form Initial Form Middle Form End Form
ا ا �Ĵٱ �Ĵٱ
ب �ǌư �ǌƵ� ب
ت �ǖư �ǖƵ� ǖƮ�
ث �Ǖư �Ǖư ǕƮ�
ج �ǌš �ǌ ť� ǌŠ�
ح �š �ť� Š�
خ �

ǔ
š �

ǔ
ť�

ǔ
Š�

د د �Ŕٶ �Ŕٶ
ذ ذ ٶ

ǔ
Ŕ� ٶ

ǔ
Ŕ�

ر ر �ǀٳ �ǀٳ
ز ز ٳ

ǔ
ǀ� ٳ

ǔ
ǀ�

س �ƙ �Ɵ� Ƙ�
ش �

Ǖ
ƙ �

Ǖ
Ɵ�

Ǖ
Ƙ�

ص �Ŷ �ź� ŵ�
ض �

ǔ
Ŷ �

ǔ
ź�

ǔ
ŵ�

ط �ƀ �ƃ� ſ�
ظ �

Ǣ
ƀ �

Ǣ
ƃ�

Ǣ
ſ�

ع �ƈ �ƌ� Ƈ�
غ �

ǔ
ƈ �

ǔ
ƌ�

ǔ
Ƈ�

ف �Ƒ �Ɣ� Ɛ�
ق �ƥ �ƨ� Ƥ�
ک �ķ �Ļ� Ķ�
ل �ŋ �Ŏ� Ŋ�
م �Ū �Ů� ũ�
ن �ǔư �ǔƵ� ǔƼ�
ه �ǆ �ǉ� ǃ�
و و �Ƭٵ �Ƭٵ
ي �ǎư �ǎƵ� ǎŲ�

B. Problem Motivation
The digitization of historical documents stands as a critical

endeavor in the preservation and dissemination of our global
cultural heritage. These documents, ranging from ancient
manuscripts to letters and administrative records, encapsulate
not only the factual history but also the intellectual, social, and
cultural dynamics of past societies. Digitization offers a bul-
wark against the relentless march of time, safeguarding these
irreplaceable insights from the ravages of physical degradation,
environmental hazards, and the obscurity of inaccessibility.
Moreover, it democratizes access to knowledge, transcending

TABLE II. POSITION OF ARABIC DIACRITICS IN THE SCRIPT CHANGES THE
MEANING AND SOUND OF THE WORDS

Diacritics Type Diacritics Shape
Fathah َ�

Kasrah ِ�

Dammah ُ�

Alif Khanjariyah ٰ��

Sukūn �ْ�

Tanwin ً�,ٍ�,ٌ�

Shaddah �ّ�

geographical and temporal barriers to make these treasures
universally accessible, fostering a broader understanding and
appreciation of human history. In the realm of Arabic historical
documents, which are rich in linguistic and cultural nuances,
digitization is not merely a technical challenge but a crucial
step towards preserving a significant part of the world’s
intangible cultural heritage. Thus, our research is motivated
by the imperative to advance Optical Character Recognition
(OCR) technologies, specifically tailored to Arabic script,
to facilitate the efficient and accurate digitization of these
documents, ensuring their preservation and accessibility for
future generations.

The motivation for this research paper on Arabic handwrit-
ten OCR stems from the challenges associated with recogniz-
ing and digitizing handwritten Arabic documents. While there
are existing OCR systems for recognizing printed Arabic text,
there has been less research on developing accurate models for
recognizing handwritten Arabic characters and numbers. This
is problematic because handwritten documents are important
cultural artifacts that need to be preserved, but they are at
risk of being lost if not digitized. Furthermore, the lack of
publicly available datasets for Arabic handwritten OCR makes
it difficult for researchers to develop and evaluate new models.
Therefore, this paper aims to contribute to the field of Arabic
handwritten OCR by presenting a new dataset and an accurate
OCR model that can be used to preserve and make accessible
handwritten Arabic documents.

We make the following contributions to significantly ad-
vance the state-of-the-art in Optical Character Recognition
(OCR) for Arabic handwritten texts:

1) We present an enhanced OCR accuracy for Arabic
handwritten texts through the novel application of
transfer learning techniques to the Tesseract OCR
engine, substantially reducing common recognition
errors.

2) Our work includes the compilation and preparation
of a comprehensive dataset, which comprises high-
resolution .tiff images, .box files, ground truth
files, and dictionary files. This dataset not only
supports our model’s training but also serves as a
resource for the broader research community.

3) We introduce a robust framework for evaluating OCR
accuracy, utilizing Character Error Rate (CER) and
Word Error Rate (WER) as the principal metrics. This
framework facilitates a thorough quantitative analysis
and validation of our approach.

4) Through detailed visual demonstrations of our
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model’s efficacy, we provide clear evidence of our
methodology’s effectiveness and its practical impli-
cations for Arabic text digitization.

These contributions underscore the novelty and signifi-
cance of our work, showcasing its potential to significantly
impact the OCR field by enhancing the recognition accuracy
of Arabic handwritten texts and promoting the digitization and
preservation of historical documents.

II. RELATED WORK

The exploration of Optical Character Recognition (OCR)
technologies, especially in the realm of Arabic handwritten
texts, reveals a landscape marked by both advancements and
persistent challenges. While the strides in OCR methodologies
have paved the way for notable achievements, the unique
intricacies of Arabic script—ranging from its cursive nature
to the prevalence of diacritics—pose specific hurdles that
remain inadequately addressed. This gap not only underscores
the necessity for innovative approaches but also serves as
the cornerstone of our motivation. Our investigation into the
related work illuminates the breadth of strategies previously
employed, yet simultaneously highlights a critical void in the
application of advanced machine learning techniques, such as
transfer learning, to the nuances of Arabic handwriting recog-
nition. It is this intersection of opportunity and challenge that
our research aims to navigate, propelled by the conviction that
enhancing OCR accuracy for Arabic texts not only contributes
to the technological domain but also fosters the preservation
and accessibility of cultural heritage. As such, our work seeks
not only to bridge the existing gaps identified through our
review but to set a new benchmark for accuracy and efficiency
in the recognition of Arabic handwritten documents.

The Arabic language has complexities for developing OCR
systems due to its cursive nature and morphological structure.
Applied approaches and methods in this area are compared and
show the best-performing approach. This study shows that the
hidden Markov model (HMM) gives an accuracy of 95.6%. As
the survey is working on handwritten characters recognition of
Arabic, it shows the recognition by an automatic capitalization
of OCR using the hidden Markov model [17].

Arabic text recognition system faces many challenges due
to its cursive nature, different shapes of characters, diacritics,
and writing styles [7], [18]. Handwritten text recognition
comes in two formats, i.e. document (manuscripts) and online
(tablets) [19]. A proper pipeline is required to overcome the
challenges and get a high recognition rate [20]. Urdu and
Arabic are the same, i.e. Urdu uses all of the Arabic characters.
Recent advances discuss state-of-the-art research about Urdu
and Arabic Naskh and Nastaliq scripts. It has also discussed
the dataset and its different forms, i.e. printed, scanned, and
handwritten, and the pipeline used to process the data, i.e.
preprocessing, segmentation, classification, recognition, and
post-processing to get better text recognition [21], [22], [23].

As mentioned above, most researchers also work on Arabic
and use transfer learning. However, they only concentrated on
characters and numbers, which are easier to recognize through
transfer learning on models like Alex-Net and Google-Net.
Moreover, they are already trained on the image of different

objects and give high recognition on a single letter or number
images [24].

The authors of [25] discuss the challenges of handwritten
Arabic text classification and recognition and evaluate the
different deep learning models, i.e. ResNet50, ResNet101,
VGG16, VGG19, AlexNet, GoogleNet, and ResNet18 using
transfer learning techniques. To overcome the challenges, use
handwritten images of text written by a native or non-native
person. The dataset consists of 22 subjects equally written by
native and non-native writers. After using different models,
results show that GoogleNet is the model that achieves 93.2%
accuracy on the native dataset and 95.2% on the non-native
dataset.

Sahlol et al. [26] describe a hybrid machine-learning
approach for handwritten Arabic character recognition using
optical character recognition (OCR) systems. This approach
combines neighborhood rough sets with a binary whale opti-
mization algorithm for feature selection. The proposed method
outperformed state-of-the-art and deep neural networks re-
garding recognition rate and computational time. However,
some misclassified failure cases occurred due to the context
of appearance.

Authors of [27] present a new model for Arabic document
information retrieval (ADIR) using OCR services. They used
datasets written by 60 writers containing 16,800 Arabic letters
and applied them to preprocess techniques such as binarization,
noise removal, skew correction, and page and zone segmen-
tation. They discussed the challenges of segmentation and
recognition for Arabic script, particularly with cursive writing
and compound graphemes. The Arabic document information
retrieval (ADIR) system achieved a classification success rate
of 100% for test images. The paper also describes the service
description for ADIR, which includes the user interface (UI)
and a server address for communication between clients and
services.

Rahal et al. [28] discussed the difficulties of automatic
Arabic text recognition due to the language’s cursive nature,
character similarities, large vocabulary, and the use of multiple
font sizes. This paper proposed a novel hybrid network that
combines Hidden Markov Models (HMMs) and a Bag-of-
Feature (BoF) framework, which is based on a deep Sparse
Auto-Encoder (SAE) for feature extraction. The system elimi-
nates the need for preprocessing stages like baseline estimation
and slant normalization. Instead, the SAE automatically selects
the best weights for visual words for each local descriptor
while concurrently learning the best dictionary, making it
suitable for irregular, variable-size, mixed-font, high- and low-
resolution documents. The system was tested on four different
datasets and performed well on each one.

Zanona et al. [29] present a model for recognizing hand-
written Arabic characters that use preprocessing functions and
contour analysis to produce a vector for recognition by a neural
network. The system was tested on private data and achieved
98% accuracy on the complete dataset and 99.4% precision.
The classification system uses a segmentation operation [30]
and a multilayer feed-forward neural network (FFNN). In an-
other research, an Arabic handwritten text recognition system
was designed that extracts and recognizes single-line text and
converts that extracted or predicted text into individual words
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and their characters, achieving an 83% recognition rate.

Many advanced systems, like Mathpix, Digital Ink API,
ML Kit Text, Read-Ink, MyScript, GoodNotes, and Mazec,
were developed in the last decade to resolve challenges in
handwritten text recognition. Multiple methods and techniques
are used for this purpose, like dynamic time warping, hidden
Markov models, and artificial neural networks, which use a
pipeline to process the data correctly. These methods use the
data and enhance the recognition rate, which shows impressive
results [31].

Some systems are used for the Arabic text OCR, i.e.
Tesseract, Textract, and Document AI. These OCR systems
work for different languages, like English and Arabic. In this
research, historical documents are used, and these documents
are multilingual and contain English and Arabic text. The
English dataset contains historical text from books that scan
with various fonts. In contrast, the Arabic dataset contains
articles from online resources in a single widely used font. The
author found that Textract and Tesseract performed slightly
better on gray-scale test images than on color versions, but
Tesseract was more sensitive to noise than the other two
engines. It shows that Document AI and Textract give better
results than Tesseract. However, Document AI and Textract
have higher noise in their images even after applying noise
removal technique in it [32], which recommends self-training
or transfer learning to the Tesseract, it will be able to give
better results than others.

Most of the researchers work in Arabic handwritten OCR.
However, they mostly used characters, digits, or other individ-
uals in their experiments and showed better results as shown
in Table III.

Authors in [35] proposed a technique based on text area
detection and text recognition using pre-trained OCR systems,
i.e. Tesseract, KerasOCR, and EasyOCR. This system deals
with engineering documents, and a high recognition rate is
significant. For this purpose, transfer learning is used, which
helps to increase the word recognition rate and increase the
overall text recognition rate as well.

III. METHODOLOGY

This section describes the methodology of our proposed
work. We provide a descriptive analysis of our datasets. We
have explained our transfer learning approach and each step
of the experimentation.

A. Dataset

As datasets play an important role in training models, a
more extensive dataset helps train the model more accurately,
and the model can learn quickly. For deep and machine learn-
ing models, larger datasets are required, but due to handwritten
text, data preparation is a tough job as first need to generate
round truth. Handwritten text against ground truth and its
image and box files generation to pass the model for text
extraction, recognition, and further processing. Due to these
challenges, the availability of a public dataset is very low.
Moreover, every model requires a large amount of data to do
its excellent training; by considering this problem, we moved
toward transfer learning, and we know that for transfer learning

models, a larger dataset is not an issue, and this technique helps
the model to get better training even on smaller datasets.

Urdu and Arabic have many similarities, i.e. both are
written from right to left, all of the Arabic characters are used
in Arabic, but Urdu has just extra characters, their digits have
the same shapes, their writing styles are also common, and
Urdu borrows a large amount of vocabulary from Arabic that
is about 30%.

Due to these similarities, the Urdu dataset can also be used
for Arabic text. Bhatti et al. [36] presents an Urdu dataset based
on the Urdu handwritten digits dataset and experiments using
deep learning techniques and achieving a high accuracy rate.

An Urdu handwritten dataset is proposed by [37], which
is based on Nastaliq handwritten text, i.e. UNHD, and used
a bidirectional LSTM classifier and this dataset is written by
500 writers on A4 size paper as shown in Table IV that will
be available on request. The address of the dataset link is
attached 1.

Mostafa et al. [38] proposed a dataset that is based on text
images shown in Fig. 2 with their ground truth as well. The
dataset contains 270 million words and 1.6 billion characters.
12 fonts are used in the dataset, and the used text font size is
13.

Fig. 2. Dataset sample of arabic text image that contains text with diacritics.

The authors of [39] proposed a handwritten dataset that is
taken from different handwritten documents. A description of
the dataset is shown in Table V and a sample image of the
dataset is shown in Fig. 3.

Dataset selection:

For dataset selection, we find the Arabic text and then
write a Python script that tests a script that gives the relative
frequency of characters present in the text, and then we
compare the relative frequency to that relative frequency [40],
[41], as shown in the Table VI to avoid biases, this frequency
distribution helps to use the characters in same quantity and
position as they are used in normal text writing. Also, we
test the script on each file separately to check their frequency.
We then gave the text files to different people to write the
handwritten text, and then we scanned that text and evaluated
the handwritten dataset.

1https://sites.google.com/site/researchonurdulanguage1/databases
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TABLE III. PREVIOUS ARABIC HANDWRITTEN TEXT RESEARCH FOCUSED ON CHARACTER RECOGNITION, DIGIT RECOGNITION, HIJJA RECOGNITION, AND WORD
RECOGNITION USING IMAGE-BASED DATA FOR MODEL TRAINING

Paper Model Dataset Accuracy

Albhattah [33] Hybrid CNN with finetune AHCD (characters and Hijja) 98%
CNN with finetune AHCD (characters) 92.4%

Alghyaline [34]
Deep CNN APTI (words) 76.30%
CNN-RNN Alif dataset (words) 85.98%
Deep CNN HMBD (characters) 92.88%

TABLE IV. DESCRIPTION OF THE URDU NASTALIQ HANDWRITTEN DATASET,
ADAPTABLE FOR ARABIC DUE TO ITS DERIVATION FROM THE ARABIC SCRIPT

Urdu Nastaliq Handwritten Dataset Description
Writers 500
Text lines 10,000
Words 312,000
Characters 1,872,000
Words written by a writer 624

TABLE V. DESCRIPTION OF THE HANDWRITTEN DATASET EXTRACTED FROM
HANDWRITTEN DOCUMENTS

No. of Pages No. of Lines No. of Words No. of Chars
1,000 18,000 35,000 252,000

Fig. 3. Sample image of the handwritten dataset that is taken from the
various Arabic handwritten documents.

1) Publicly Available Datasets: Some handwritten datasets
are reported 2, but those datasets contain images of words
because most researchers work on individual character and
number recognition of Arabic. They used these datasets for
pre-trained object image recognition models like ImageNet and
AlexNet [19]. A description of these kinds of datasets is shown
in Table VII.

Arabic MNIST dataset is also available, but it is also for
individual characters and numbers. This database is split into
training and testing datasets for Arabic characters and numbers,
consisting of 60,000 images for training and 10,000 images for

2http://www.eng.alexu.edu.eg/~mehussein/alexu-word/

TABLE VI. COMPARISON OF ARABIC CHARACTERS FREQUENCY IN THE SELECTED
TEXT AND OVERALL FREQUENCY OF ARABIC CHARACTERS

Characters Frequency in Frequency in
selected text Arabic Language

ا 15.00% 14.61%
ل 14.13% 11.64%
م 6.56% 6.49%
ي 6.38% 7.25%
و 5.64% 5.40%
ن 5.41% 4.76%
ت 4.39% 4.58%
ع 4.15% 3.27%
ر 3.54% 4.53%
ب 2.70% 3.38%

TABLE VII. DESCRIPTION OF HANDWRITTEN IMAGES OF ARABIC WORDS DATASET
USED IN PRE-TRAINED MODELS

Statistics AlexU-W IFN/ENIT
Images 25,114 32,492
Training images 20,114 26,459
Testing images 5,029 6,033
Unique words 109 937
Maximum PAWS 3 10

testing purposes of characters and the same for numbers; this
dataset is available 3. Furthermore, another dataset is available
that is written by the contribution of 60 writers and contains
168,00 character images, and these images were scanned on
300dpi resolution [42].

A gold-standard dataset is available on GitHub 4, which
contains Arabic books, their ground truth, images, and box
files. That is much enough to train any model, text images
based on one-line text, and a description of the gold standard
set is shown in Table VIII. Some publicly available datasets
of Arabic handwritten text, words, characters, and digits are
also available, as shown in Table IX.

TABLE VIII. EDA OF ARABIC GOLD-STANDARD DATASET DERIVED FROM
LITERATURE BOOKS

Book Pages Lines Words Chars
IbnFaqihHamadhani.al-Buldan 79 1466 16909 92730
IbnAthir.al-kamil 40 794 12818 58481
Ibn Qutayba.Adab al-katib 55 794 7848 42230
al-Jahiz.al-Hayawan 65 992 11870 59191
al-Yacqubi.al-Tarikh 68 1050 13487 66341
al-Dhahabi.Tarikh al-islam 50 1110 11045 55047
Ibn al-Jawzi.al-Muntazam 50 938 13156 62574

We used a publicly available dataset for our experiments,
which consists of images of handwritten text, ancient Arabic
dataset, and printed Arabic text data for comparison and its
ground truth as well [52], [53]. The dataset consists of about

3http://yann.lecun.com/exdb/mnist/
4https://github.com/OpenArabic/OCR_GS_Data/tree/master/ara
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TABLE IX. PUBLICLY AVAILABLE DATASETS FOCUS PRIMARILY ON ARABIC
LIGATURES AND DIGITS

Dataset Type of content
IFN/ENIT [43] Handwritten Words
HACDB [44] Handwritten Characters
KHATT [45] Handwritten Text lines
SmartATID [46] Printed & Handwritten Pages
Degraded historical [47] Handwritten documents
Numeral [48] Handwritten Digits
AHDBIFTR [49] Handwritten images
ARABASE [50] Handwritten Text
CENPARMI [51] Handwritten subwords & digits

25,000 entries, which contain ground truth, images, box, and
“lstmf” files, which is a complete set of the required dataset
for training the Tesseract transfer learning, and these images
consist of one-line text, and in a raw format that will be
preprocessed in the preprocessing stage of Tesseract pipeline,
as shown in Table X.

TABLE X. EDA OF DATASETS USED FOR EVALUATING HANDWRITTEN ARABIC
TEXT IN OUR EXPERIMENTS

Dataset Words Char Lines Digits Punc.
Printed lines 3,592 19,802 307 29 370
Words and lines 71,365 374,516 14,606 5,592 6,451
IbnFaqihHamadhani 104,845 577,392 15,296 1,713 9,948
Ancient Arabic 700 3,160 100 - -

B. Transfer Learning using Tesseract

Tesseract is an open-source engine for Optical Character
Recognition used to recognize text from images. It consists of
the following steps to process the image from its raw shape to
make it able to be used for OCR, i.e. preprocessing, Converting
Image to Box file, Converting Box files to “lstmf” file.

While using the Tesseract base model, firstly, we passed
the handwritten image to the model to check its accuracy and
try to find the problem in the base model. After passing images
in PNG or JPG, we write a script that takes all the images from
the folder individually, passes them from the model, extracts
text from the images, and saves them in a text file in another
folder. After this, we pass both ground truth and extracted
or predicted text files and find accuracy. For evaluation, we
write a script using Levenshtein distance to find the character
error rate (CER) and word error rate (WER) and then find the
average CER and WER and their accuracy as the base model
is trained on editable or computer-typed text. Therefore, we
prepare the data for model 5 some dictionary files, the dataset
contains “.tiff” files and ground truth and passed this data to
the Tesseract for transfer learning purpose and consider starting
point to the base model. After transfer learning, repeat the test
for evaluation and get the results with more accuracy, CER
and WER, as shown in Fig. 4.

The methodology depicted in Fig. 4 commences with the
meticulous preparation of training data, a pivotal phase for
the effective employment of transfer learning on the Tesseract
OCR engine. This stage encompasses the assembly of high-
resolution .tiff images of Arabic handwritten texts, along-
side their corresponding .box files which delineate bounding

5https://github.com/Shreeshrii/tesstrain-JSTORArabic/tree/master/data/

boxes around each character, and ground truth files contain-
ing the verbatim text. Furthermore, dictionary files are
curated to guide the model towards recognizing the expected
lexical items. Subsequent to the data preparation, the Tesseract
base model undergoes augmentation through transfer learning,
enabling it to adapt to the nuances of Arabic handwritten text.
This adaptation is facilitated by training the model with the
prepared dataset, thereby enhancing its capability to accurately
recognize Arabic characters and words. The retrained model
is then evaluated against a set of unseen data to ascertain its
accuracy, employing metrics such as the Character Error Rate
(CER) and Word Error Rate (WER) derived through Leven-
shtein distance calculations. These metrics serve as indicators
of the model’s proficiency in character and word recogni-
tion, with lower CER and WER values signifying superior
performance. This comprehensive approach underscores the
efficacy of transfer learning in refining the Tesseract model’s
recognition accuracy for Arabic handwritten texts.

Preprocessing: In this step, Tesseract takes an image for
preprocessing and improves the image quality by resizing the
image into a standard size, converting the image into gray-
scale, and applying filters to remove noise from the image
like thresholding, erosion, blur.

Converting image into Box file: In this step, it converts the
preprocessed image into a box file with plain text containing
coordinates of the bounding boxes around each character or
word of text present in an image. The following command
is used to make a box file against the image. “Tesseract im-
age.png output -l ara makebox”. In this command, “image.png”
is an image that needs to be recognized, and ‘output’ is the file
that gets the recognized text and saves it, while “ara” is for
language; here, we are using Arabic, and we used the keyword
for it, same “eng” is for the English language.

Converting box file to “lstmf”: This step takes the box
file created in the previous step and makes a binary file
containing the training data for Tesseract. This process contains
the following steps like “tesseract image.png output -l ara
box.train”, Which will create “lstmf” files with the name of
“ara.traineddata” in the same directory.

Evaluation: For evaluating, we need to compare the rec-
ognized text with the ground truth to get accuracy. For this
purpose, we can use the following steps to get a better
evaluation, i.e. CER, WER, and Overall accuracy. A higher
accuracy, lower CER, and BER represent good results. CER
gives the percentage of incorrectly recognized characters. It
can be calculated simply by dividing the number of incorrect
characters by the number of characters in the ground truth, as
shown in Eq. (1) below.

CER =
Number of incorrect characters
Total number of characters

(1)

WER gives the percentage of incorrectly recognized words.
It can be calculated simply by dividing the number of incorrect
words by the total number of words in the ground truth, as
shown in Eq. (2) below.

WER =
Number of incorrect words
Total number of words

(2)
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Fig. 4. Tesseract base-model, transfer learning process and evaluation methods.

Overall accuracy gives the percentage of correctly recog-
nized words and characters. It can be calculated by dividing
the number of correct words and characters by the total number
of words and characters in the ground truth, as shown in Eq.
(3) below.

Accuracy =
No. of correct {words + characters}
Total no. of {words + characters}

(3)

IV. RESULTS

The experiments were conducted on a Windows Dell laptop
with an Intel(R) Core(TM) i7-6600U CPU @ 2.60GHz, 16GB
DDR4 RAM, 512GB SSD storage, and an Intel® HD Graphics
520. The laptop ran Windows 10 and was connected to a stable
power source throughout the experiments. The experiments
were conducted in a controlled environment to minimize
external factors that could affect the results. Additionally,
Ubuntu 22.04.1 LTS was installed using WSL to run the
Tesseract experiment.

In the next section, evaluation metrics, i.e. CER and WER,
are discussed, and the overall accuracy of the predicted text
against ground truth is described with the results. Then, a
discussion of the results and experiments is presented.

A. Evaluation Metrics

After transfer learning of Tesseract, we evaluate the model.
For this purpose, firstly, give handwritten text image files
to the model that generates box and “lstmf” file and then
gives the predicted text of all images. Then, this predicted
text compares with ground truth, which is also available in
a text file. As mentioned above, the dataset is split into
80% for the training and 20% for testing. Furthermore, we
used two types of evaluation, i.e. our evaluation that gives
us the overall accuracy of the experiment, CER and WER.
For more detail, we use an open-source evaluation tool named
”OCREVALUATION”, which compares ground truth and the
predicted text that elaborates more openly, as shown in Fig. 5.
This sample image has two sections: one represents the ground
truth on the left, and the other is about the predicted text.

The ground truth section represents the characters or words
by different colors that are predicted wrong in the predicted
text section.

The base model gives an overall accuracy of 23.30%, an
average CER of 31.57%, and an average WER of 65.95%
on handwritten text images of the Arabic language. However,
after transfer learning, it gives an overall accuracy of 87.89%
and gives the average CER of 14.02% and average WER of
41.39%, which is relatively better, also shown in Table XI. It
also depends on the size of the dataset, and the total time taken
by the training is 21 hours. Then, evaluate the second dataset,
which contains 5526 images of text that are also based on
1 line text. For these images, we also have ground truth for
evaluation purposes and then generate “lstmf” and box files
for each image and the ground truth file. After evaluation, we
get a character error rate (CER) of 14.85%, a word error rate
(WER) of 40.30%, and achieve an overall accuracy of 85.53%
also shown in Table XI.

TABLE XI. COMPARISON OF TESSERACT BASE MODEL WITH OUR TRANSFER
LEARNING-BASED MODEL FOR ARABIC HANDWRITTEN TEXT RECOGNITION

Model CER WER Accuracy%
Tesseract Base Model 31.57% 65.95% 23.30%
Transfer Learning (Dataset 1) 14.02% 41.39% 87.89%
Transfer Learning (Dataset 2) 14.85% 40.30% 85.53%

To check the accuracy of the printed text of this retrained
model, we test a dataset that contains a total of 6118 files,
which are divided into image and ground truth files, and that
took about 5 hours to evaluate. It achieves an accuracy of
94.94%, character error rate, and word error rate based on
order dependent and independent are shown in Table XII.

TABLE XII. ARABIC PRINTED IMAGES TEXT RECOGNITION WITH ORDER
DEPENDENT AND ORDER INDEPENDENT

Features Stats
Number of files 3,059

CER (order independent) 5.62%
WER(order independent) 19.08%
CER (order dependent) 5.55%
WER(order dependent) 17.85%
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Fig. 5. Spotting differences between ground truth (gt.txt) and predicted (ara.OCR.txt) arabic handwritten text.

B. Results and Discussion

For this problem, we have chosen the open-source OCR
engine Tesseract as the base model and applied the transfer
learning approach to get better Arabic handwritten text recog-
nition results. Firstly, we tested the base model to know its
results on Arabic text; we decided to evaluate the computer-
generated Arabic text first. After evaluation, we found an
average CER of 14.02% and an average WER of 41.39% and
got an overall accuracy of about 87.89%. Then, we tested the
handwritten images on the base model and got bad results,
giving an average CER of 31.57%, WER of 65.95%, and
accuracy of 23.30%.

Some challenges while recognizing text are that Arabic
handwriting can vary significantly between individuals, mak-
ing it difficult for Tesseract to recognize characters accurately.
This variation can be due to factors such as writing style, speed
of writing, and individual handwriting quirks. Arabic script
includes diacritical marks, which are symbols that indicate
vowel sounds. These marks can be challenging for Tesseract to
recognize accurately, especially when small or poorly written.

Handwritten text may contain noise or distortion due to
uneven ink distribution, smudging, or poor image quality. This
can make it difficult for Tesseract to recognize characters
accurately. Handwritten text may be oriented or aligned in
various ways, making it challenging for Tesseract to recog-
nize the correct characters or words. Additionally, training
Tesseract with a more extensive and diverse dataset of Arabic
handwriting may improve its accuracy.

After this, we apply the transfer learning approach and
train the model by giving handwritten images and their ground
truth. After 21 hours of training, the transfer learning gives
outstanding results, with CER being 14.02%, WER being
41.39%, and overall accuracy of 87.89%, which is impressive.
Then, evaluate the second dataset, which contains 5526 images
of text that are also based on 1 line text. After evaluation, we
get a character error rate (CER) of 14.85%, a word error rate
(WER) of 40.30%, and achieve an overall accuracy of 85.53%.

V. CONCLUSION

In conclusion, our paper has presented an effective OCR
method for handwritten Arabic text recognition using a transfer

learning approach with Tesseract. Our evaluation results show
a significant improvement in word and character recognition
accuracy compared to previous models. The applied transfer
learning technique achieved an average CER of 14.02% and
an average WER of 41.39% and got an overall accuracy
of about 87.89%. Then we decided to test the handwritten
images on the base model to get the comparison result with the
retrained model by using the transfer learning technique, giving
an average CER of 31.57%, WER of 65.95%, and accuracy
of 23.30%. These findings suggest that transfer learning can
be a valuable technique for improving OCR accuracy in
challenging languages such as Arabic and may provide a
promising direction for future research in this field. Overall,
our work demonstrates the potential of leveraging existing
knowledge and models to improve the performance of OCR
systems.
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