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Abstract—With the continuous development of generative 

adversarial networks (GAN), many image restoration problems 

that are difficult to solve based on traditional methods have been 

given new research avenues. Nevertheless, there are still 

problems such as structural distortion and texture blurring of 

the complemented image in the face of irregular missing. In 

order to overcome these problems and retrieve the lost critical 

data of the image, a two-stage image restoration 

complementation network is proposed in this paper. While 

introducing hybrid dilation convolution, two attention 

mechanisms are added to the network and optimized using 

multiple loss functions. This not only results in better image 

quality metrics, but also clearer and more coherent image details. 

In this paper, we tested the network on CelebA-HQ, Places2 and 

The Paris datasets and compared it with several classical image 

restoration models, such as GLC, Gconv, Musical and RFR, and 

the results proved that the complementary images in this paper 

are improved compared to the others. 

Keywords—GAN; image restoration; hybrid dilated 

convolution; attention mechanism; two-stage network 

I. INTRODUCTION 

Image Completion is a long-standing and critical problem 
in the field of computer vision, aiming at completing the 
missing pixels and semantic parts among a given image. It is 
widely used in the fields of object removal, photo restoration, 
and image processing [1-3], where the naked eye can easily 
notice if the complementary image is not plausible or lacks 
critical information. 

Early work [3-5] was an attempt to perform complementary 
filling at the image level using methods similar to texture 
synthesis. While these methods can achieve good results in 
complementing the background, they fail to produce a new 
image when non-repetitive structures are encountered. In 
addition, such methods lack semantic support and high-level 
understanding. 

With the rapid development of deep learning (e.g., 
generative adversarial networks [6]), image complementation 
has evolved to new heights. Deep learning based image 
complementation is broadly categorized into single-stage [7-
11], two-stage [12-15] and multi-stage [16-19]. All these 
methods can generate new content such as faces, objects and 
scenes. However, artifacts tend to arise when using these 
methods, making the complementary image inconsistent with 
the surrounding region. 

To address this problem, we introduce hybrid dilated 
convolution, gated convolution, and attention mechanism to 
improve on the generative adversarial network, and use 

multiple loss functions to optimize the process and train the 
generator more efficiently. Meanwhile, the VGG-16 feature 
extractor is introduced into the discriminative network, which 
can obtain more feature information and increase the sensory 
field. 

Experiments on three datasets, including CelebA-HQ [20], 
Places2 [21] and The Paris dataset [22], and comparisons with 
several classical methods demonstrate that our method can 
generate better image results. 

Our main contributions are as follows: 

1) A two-stage image complementation network model 

from coarse to fine is proposed, where the generator consists 

of gated convolution, hybrid dilated convolution and two 

attention mechanism modules. The input to the generator 

network is a missing image with mask and the complemented 

image is input to the second order network. And then the 

coarse complemented image is refined and then fed into the 

discriminator and so on to the final result. 

2) An attentional mechanism is incorporated in both 

stages of the generative network. In the coarse network the 

first attention mechanism is used to extract the missing and 

intact regions of the image and calculate the attention scores 

for both regions. The second attention mechanism is used in 

the refinement network to optimize the complementary part of 

the image by calculating the similarity of any two pixel points 

in the feature map to obtain the feature information of the 

whole image while preserving the original information. 

3) Improve the existing dilated convolution using hybrid 

dilated convolution to make the sampling information more 

accurate. 

4) Use three different loss functions in combination with 

each other for better training of generator model. 

This paper is categorized as follows: Section II describes 
the work related to image complementation techniques; Section 
III describes the components of the network structure. Section 
IV analyzes the experimental complementation results. Section 
V is used for discussion and comparison. Section VI concludes 
the study. 

II. RELATED WORKS 

Today, image complementation is broadly categorized into 
two types: the previous traditional complementation methods 
and the now popular deep learning based image 
complementation methods. 
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There are two types of traditional image complementation 
methods. One is based on diffusion [23-24], which diffuses 
neighboring information to the missing regions, but these 
methods are limited to locally available information for 
complementary reconstruction, and cannot recover the 
semantic structure of the missing parts or complement larger 
missing regions. Another approach is based on PATCH [25-
27], in which pixel-level patches of the original image are used 
to fill in the missing regions, e.g., by mixing the copied 
original regions with the target regions to ensure their 
similarity [28]. However, these methods are computationally 
expensive and the patch computation must be performed for 
each target to obtain its similarity score. Patch Match [29] 
achieves fast matching by using local correlations of the image, 
but the patched portion can also be found in other locations and 
cannot produce a new image. These methods can recover 
image regions with high graphical similarity, such as 
background complementation, but have difficulty repairing 
complex, low-similarity images. 

In recent years, with the development of deep learning 
ground, deep learning methods for image complementation 
have been proposed. The initial study was the context encoder 
[8], which uses an encoder-decoder architecture. The encoder 
maps the image of the missing region into a low-dimensional 
feature space, and the decoder utilizes its feature space to 
construct the complementary image. The progression is 
performed by a combination of pixel-level reconstruction 
losses [6]. However, the complementary image usually 
contains blurry visual artifacts due to the information width of 
the channel fully connected layers.Lizuka et al. [7] introduced 
global and local contextual discriminators to train a complete 
convolutional complementary network to solve this problem. 
However, the training time increases significantly due to the 
use of extremely sparse filters.Zhang et al. [10] proposed a 
pixel-by-pixel localization of the complementary method and 
inserted the missing region location information into the 
reconstruction loss to better train the complementary network. 

In multi-stage, Yu et al. [13] proposed an image 
complementation method consisting of a coarse network and a 
refinement network. In the refinement network, a contextual 
attention module was introduced. Later, Yu et al. [30] 
introduced gated convolution while using an attention 
mechanism to further optimize the network.Zhang et al[16] 
divided the image complementation process into four different 
stages and used the LSTM architecture [31] to control the 
information of the recursive process. However, it cannot 
handle irregular defects in practical applications. On the other 
hand, Guo et al. [17] proposed a fully parsed network with 
multiple extension modules to solve this problem. Pawar et al 
[32] proposed recurrent neural networks based on multiscale 
deep learning to deal with the problem of missing images using 
a multiscale approach. Mansur [33] used StyleGAN framework 
with VGG19 and CatBoost gradient to improve the accuracy of 
predicting images. 

III. INTRODUCTION TO NETWORK ARCHITECTURE 

A. Overall Network Structure 

The overall network structure model proposed in this paper 
is shown in Fig. 1. The generator model proposed in this paper 

has two final outputs, the rough processing result of the first 
stage will be used to perform the inputs of the second stage, 
and the result of the second stage of fine processing as the final 
output of the network. It will be used as an input along with the 
real image and the input will be sent to VGG-16 and modeled 
pairwise discriminative network for judgment. 

 
Fig. 1. Overall network structure. 

B. Introducing Hybrid Dilated Convolution 

Hybrid dilated convolution can solve the problem of 
missing continuity of image information due to cavity 
convolution. In order to solve the problem of the loss of image 
information after the merging of traditional convolutional 
layers, literature [7] proposes the use of cavity convolutional 
layers for image complementation. However, the increase of 
sensory field is accompanied by the problem of loss of 
continuity of image information. 

Feeling wild is defined as: 

 
1

1 1
1

n

n n iI
r r k s



 
         (1) 

where, 
nr  denotes the receptive field of the layer, 

is  

denotes the convolution or pooling step of the layer , and k  is 

the convolution kernel size. 

Fig. 2 shows the cavity convolution with convolution 

kernel 3 3  and dilated rate 2. It can be seen that although the 

dilated convolution increases the receptive field, the 
convolution kernel is discontinuous and the continuity of the 
image information is inevitably lost. To address this problem, 
we introduce the hybrid dilated convolution. As shown in Fig. 
3, the hybrid cavity convolution retains the continuity of the 
region completely, while still maintaining its coherence after 
superposition. The hybrid hole convolution not only can 
effectively solve the problem of large-scale missing, but also 
will not lose its continuity in the face of detailed processing. 
The maximum void rate of its i-th layer is satisfied: 
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1 1 1max[ 2 , 2( ), ]i i i i i i iN N R N N R R         (2) 

 
Fig. 2. Dilated convolution superposition with a void rate of 2. 

 
Fig. 3. Convolutional superposition of mixed voids with a void rate of 2. 

Where the voiding rate of layer i is iR , and 
iN  and 

1iN 
 

are the maximum voiding rates of layers i and i+1, 
respectively. 

We apply the hybrid dilated convolution structure to the 
refinement network stage with a jagged dilated rate, which 
should satisfy the following conditions: 

1) The convention of the cascaded dilated convolution 

rates is should be 1. e.g., [1, 2, 3] satisfy this requirement; 

although [2, 4, 8] do not satisfy this requirement, they have the 

conventions 1 and 2. 

2) have cyclic jagged dilated rates, e.g., [1, 2, 3, 1, 2, 3]. 

3) Satisfy the verification formula 

 1 1 1max[ 2 , 2 , ]i i i i i i iH H r H H r r        (3) 

where, i iH r , ir  is the dilated rate of the ith layer. Take 

the cascade convolutional layers of [1, 2, 9, 1, 2, 9] and [1, 2, 3, 
1, 2, 3] with a void rate of r as an example. The former satisfies 
the first two of the conditions, which leads to 

2 5 3H K    according to Eq. (3), and does not satisfy 

condition three. And [1, 2, 3, 1, 2, 3] both satisfy the above 
three conditions. 

In this paper, the hybrid cavity convolution with sawtooth 
structure of cavity rate of [1, 2, 3, 1, 2, 3] is chosen to replace 
the cavity convolution. The hybrid cavity convolution not only 
solves the problem of information loss of cavity convolution, 
but also makes full use of the pixel information between 
images and increases the sensory field. 

C. Introduction of Attention Mechanisms 

The attention mechanism I is shown in Fig. 4. For the input 

feature map
inX , we specifically refer to the foreground of the 

missing region instead of the background of the image. As can 
be seen from Fig. 4, the missing region of the feature map is 
white, and the corresponding RGB is (255, 255, 255). If the 
RGB of the complementary part is (255, 255, 255), all input 
features are foreground, otherwise they are background. We 
extract the pixel information from the foreground and 
background of the image separately, labeling the foreground as 

 ,x ya  and the background as  ,m nb . The similarity between 

them is calculated by normalization: 

, ,

, , ,

,,

,
x y m n

x y m n

m nx y

a b
S

ba
   (4) 

 
Fig. 4. Attention mechanism I. 

The result of the computation is obtained by softmax to get 
the attention score. The input image is then inversely 

convolved to obtain the feature map midX . We input 
inX  and 

midX  into the SE module as a way to increase the weight 

value of the useful features. The final output of the attention 
mechanism I is denoted as: 

   ,out conv SE in midX f f X X  (5) 

where, 
SEf  is the SE module and convf  is the convolution 

operation that ensures that 
inX  is the same as the input image 

channel. 

The SE module first maps the input image into the 

dimension tensor of 1 1 C   and then takes the global 

average: 

, ,

1
,

H W

c i j i j

i j

z x x X
H W

 


  (6) 

cz  is then converted to a weight tensor of [0, 1]. In turn, 

the weight values for each channel are calculated: 

   2 1,c cw W W z        (7) 
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where, 
1W  and 2W  are fully connected operations and   

and   refer to sigmoid function and ReLU function. The 

weights of the final output image are: 

out cX X w    (8) 

Attention Mechanism II is shown in Fig. 5. For the input 
feature map, Attention Mechanism II makes three copies of it 

and uses the convolution kernel of 1 1  to perform the 
convolution operation. The feature map is first stretched by 
channel into vectors with a total number of N pixels to obtain

 f x ,  g x  and  h x .Then  f x  is subjected to transpose 

operation and  g x  is subjected to vector dot product, and the 

result obtained is normalized to obtain the matrix: 

        , 1
exp /

NT T

i j i
f x g x f x g x


     (9) 

 
Fig. 5. Attention mechanism II. 

,i j is the attention score at the j th pixel i . The 

transposed ,i j  and  h x  are then multiplied to obtain the 

final attention feature result  o x . The input features are 

weighted to obtain the output: 

i iout o x     (10) 

where,   is the weights that are constantly updated by 

training. 

D. Coarse Network Structure 

Coarse network is the first stage of generative network, the 
whole network is encoding-decoding structure, coarse network 
structure as shown in Fig. 6, encoding stage the first phase of 
the input image through the convolution kernel for 
convolution, to increase the sensory field. Then three 
convolution kernels are used for feature extraction. In this 
paper, multiple downsampling is used to compress and encode 
the input image, and useful local feature information is 
extracted to recover the image. The input image is then passed 
through eight convolutional layers (including four hybrid 
dilated convolutional layers) and the attention mechanism I 
module to enhance the feature transfer and obtain a larger 
receptive field. The decoding stage up-samples the high-level 
feature information previously removed through a structure 
symmetric to the decoding to obtain the restored image of the 

coarse network. The specific parameters of the coarse network 
are shown in Table I: 

 
Fig. 6. Coarse network structure. 

TABLE I.  COARSE NETWORK PARAMETER 

 
Kernel 

Size 
Stride Atrous 

Output 

Channel 

Output 

Size 

Inch 

GatedConv1 5 1 1 32 256 

GatedConv2 3 2 1 64 128 

GatedConv3 3 1 1 64 128 

GatedConv4 3 2 1 128 64 

GatedConv5x2 3 1 1 128 64 

DilatedConv1 3 1 2 128 64 

DilatedConv2 3 1 4 128 64 

DilatedConv3 3 1 8 128 64 

DilatedConv4 3 1 16 128 64 

GatedConv6x2 3 1 1 128 64 

AttentionLayerI - - - 128 64 

TransposeGatedConv1 3 1 1 64 128 

GatedConv7 3 1 1 64 128 

TransposeGatedConv2 3 1 1 32 256 

GatedConv8 3 1 1 16 256 

GatedConv9 3 1 1 3 256 

E. Refined Network Structure 

After the first stage of the coarse network repair, this paper 
takes the result as the input of the refinement network. 
Compared with the coarse network, the refinement network is 
more complete in extracting feature information, and the 
feature extraction through the double parallel network can 
output the image ground diversity more effectively. The 
structure of the refinement network is shown in Fig. 7: 

As shown in Fig. 7, the refinement network consists of a 
parallel network structure containing a hybrid dilated 
convolutional branch and a branch containing the attention 
mechanism II. The two branches perform feature extraction on 
the input image by different methods, and then the results are 
combined and decoded by a decoder to obtain the output result. 

Table II represents the parameters of the Attention 
Mechanism II branch in parallel networks. 
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Fig. 7. Fine network structure. 

TABLE II.  ATTENTION II PARAMETERS 

 
Kernel 

Size 
Stride Atrous 

Output 

Channel 

Output 

Size 

Inch 

GatedConv1 5 1 1 32 256 

GatedConv2 3 2 1 32 128 

GatedConv3 3 1 1 64 128 

GatedConv4 3 2 1 64 64 

GatedConv5 3 1 1 128 64 

GatedConv6 3 1 1 128 64 

AttentionLayerII - - - 128 64 

GatedConv7 3 1 1 128 64 

GatedConv8 3 1 1 128 64 

Table III represents the parameters of hybrid dilated 
convolutional branches in parallel networks. 

After feature extraction in dual branching, the extracted 
information needs to be merged and decoded. The whole 
decoding network consists of one splicing layer, five gated 
convolutional layers and two replacement convolutional layers. 
Table IV shows the relevant parameters of the decoding 
network. 

TABLE III.  HYBRID DILATION CONVOLUTION BRANCHING PARAMETERS 

 
Kernel 

Size 
Stride Atrous 

Output 

Channel 

Output 

Size 

Inch 

GatedConv1 5 1 1 32 256 

GatedConv2 3 2 1 32 128 

GatedConv3 3 1 1 64 128 

GatedConv4 3 2 1 64 64 

DilatedConv1 3 1 1 128 64 

DilatedConv2 3 1 2 128 64 

DilatedConv3 3 1 3 128 64 

DilatedConv4 3 1 1 128 64 

DilatedConv5 3 1 2 128 64 

DilatedConv6 3 1 3 128 64 

TABLE IV.  DECODING NETWORK PARAMETERS 

 
Kernel 

Size 
Stride Atrous 

Output 

Channel 

Output 

Size 

Inch 

Concatenate 5 1 1 256 64 

GatedConv1 3 2 1 128 64 

GatedConv2 3 1 1 128 64 

TransposeGatedConv1 3 2 1 64 128 

GatedConv3 3 1 1 64 128 

TransposeGatedConv2 3 1 1 32 256 

GatedConv4 3 1 1 16 256 

GatedConv5 3 1 1 3 256 

F. Discriminator and Feature Extractor 

In this paper, both the discriminator and the VGG-16 
feature extractor are ordinary convolutional full convolutional 
neural networks, which can be effectively applied in GANs 
with large missing fields. The discriminator and feature 
extractor are shown in Fig. 8. The discriminator needs to judge 
the quality of the output image as a whole, while the full 
convolutional neural network can effectively extract the global 
contextual information through a large sensory field. 

VGG-16 is a pre-trained model trained using the large-scale 
ImageNet dataset, which contains more than 1 million images 
of over 1,000 different categories. Because of this, VGG-16 
can be easily and quickly applied to generate new images. Its 
convolutional layers are arranged in a stepwise manner, which 
not only increases the sensory field, but also extracts different 
feature information of the image. 

 
Fig. 8. Discriminators and feature extractors. 

G. Loss Functions 

In image complementation, the use of a single loss function 
may cause problems such as blurring and loss of semantic 
information in the restored image. To address this problem, this 
paper uses a combination of three different loss functions, 
which not only improves the network model's ability to 
perceive the details of the image, but also helps the network 
model to retain the texture structure of the original image and 
improves the model's generalization ability for image 
processing. 
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The loss function in this paper is: 

1 1 2 2 p perceptual G GL L L L L           (11) 

where, 1 , 2 , p and 
G  are hyperparameters with loss 

function weights 
1 2 100   , 10p   and 1G   . 

H. MAE loss 

Mean Absolute Error (MAE) loss is less sensitive and more 
robust to anomalies and noise in the data. In image restoration, 
the pixels in the missing region are very different from the 
surrounding pixels, and a robust MAE can restore the image 
more efficiently.The MAE loss helps to compensate for the 
sparsity of the output image, and can be used to generate 
images with fewer non-zero pixel points and sharper and more 
lifelike images by minimizing the absolute difference between 
the predicted pixels and the real image. 

For the output of coarse and refined networks, this paper 
uses pixel level reconstruction loss to make the complementary 
image close to the true image with the following formula: 

1 1 1gtL I I     (12) 

2 1gt outL I I    (13)

where, 
1I  is the complementary image of the coarse 

network, 
outI  is the refined network output image, and gtI  is 

the real image. 

I. Perceived Loss 

The perceptual loss is calculated by inputting the real image 
and the generated image into the pre-trained model VGG-16, 
mapping the image to the feature space, and calculating the 

comparisons using the vanity 1L . This calculates the 

perceptual loss and preserves the structural and content 
information of the image more efficiently. The formula is as 
follows: 

   
1

1

1N

perceptual i gt i pred

i i i i

L I I
C H W

 


   (14)

where  i X  denotes the feature information extracted by 

VGG-16 in layer i of the input image, and C, H, and W are the 
number of channels, height, and width dimensions of the layer, 
respectively. 

J. SN-PatchGAN 

The SN-PatchGAN loss function can solve the problem of 
irregular image complementation more effectively. The 
discriminator trained using this loss function divides the 
generated complementary image into several pieces, then maps 
each piece to an output value and calculates the loss for each 
output result, thus effectively solving the problem of irregular 
missing. The specific formula is as follows: 

  

   

~

~

[Re 1 ]

[Re 1 ]
z

D x p

z p

L E LU D x

E LU D G z

  


  (15)

  ~ [ ]
zG z pL E D G z        (16)

where, D denotes the discriminator network, G denotes the 

generator network, x denotes the true image gtI  , and z 

denotes the to-be-complemented image inI  . 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Introduction to the Datasets 

In this paper, we conduct experiments on three public 
datasets, CelebA-HQ, Places2 and The Paris, with the specific 
parameters shown in Table V. 

1) CelebA-HQ: In this paper, 27,000 images are randomly 

selected for training and 3,000 images for testing, totaling 

30,000 images. 

2) Places2: In this paper, 10 of the classes are selected as 

the experimental dataset, and 4000 images are selected in each 

class, totaling 40000 images. Among them, 38000 are used for 

training and 2000 are used for testing. 

3) The Paris: This paper randomly selects 15000 of them 

as the experimental dataset, 14900 as the training samples and 

100 as the test samples. 

In order to train the network model, this paper uses the QD-
IMD mask dataset for the construction of irregular masks. 
Meanwhile, we use the publicly available irregular data 
provided by Liu et al. [34] as the test mask to evaluate the 
training model. 

TABLE V.  DATASET PARAMETERS 

 Training Testing Total 

CelebA-HQ 27000 3000 30000 

Places2 38000 2000 40000 

The Paris Dataset 14900 100 15000 

B. Experimental Environment Construction 

The parameters of the training device in this paper are CPU 
Intel i7-10750H, GPU RTX3060-6G, and memory DDR4-
2399-32G.The training environment in this paper is realized on 
TensorFlow v1.3, CUDNN v8.1.1, and CUDA v11.1. All 

images and masks in the experiment are of size 256 256 . 

C. Analysis of Experimental Results 

The performance of the model in this paper is evaluated by 
comparing the method in this paper with a variety of other 
classical complementation methods. 

1) GLC [7]: A complementation method that combines an 

inflated convolution and a global context discriminator for 

maintaining the consistency of the generated images. 

2) Gconv [30]: A coarse-to-fine two-stage network with 

the addition of gated convolution, an improvement on 

previous work [13]. 
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3) MUSCIAL [35]: A complementary method that 

introduces a multiscale attention module. 

4) RFR [18]: A progressive inference image 

complementation method that introduces cyclic feature 

inference for complementation. 

The complementary results for CelebA-HQ dataset are 
shown in Fig. 9, the images generated by the model in this 
paper are visually closer to the original images. From the data, 
it can be seen that the structural similarity index (SSIM), 
average loss and peak signal-to-noise ratio (PSNR) are higher 
than several other methods. 

The complementary results for Places2 dataset are shown in 
Fig. 10, this paper produces better complementary images 
compared to other methods, but also has a few artifacts. From 
the data, the method in this paper has the same PSNR as RFR, 
but the SSIM and average loss are better than RFR. 

The complementary results for The Paris dataset are shown 
in Fig. 11, and the method in this paper is very similar to RFR's 
complementary naked eye. However, as can be seen from the 
data, this paper outperforms RFR in terms of average loss, but 
slightly underperforms RFR in terms of SSIM and PSNR. 

RFR

GL Gconv

OurMusical

Masked Image

 
Fig. 9. Complementary images of CelebA-HQ dataset. 

GLMasked Images Gconv

Musical RFR Our
 

Fig. 10. Complementary images of Places2 dataset. 

GL Gconv

Musical RFR Our

Masked Images

 

Fig. 11. Complementary images of the Paris dataset. 

D. Ablation Experiments 

In order to be able to demonstrate the effectiveness of the 
method in this paper more intuitively, the following 
experiments are conducted on the CelebA-HQ dataset. 

1) Experiment 1: Retain the gated convolution and hybrid 

dilated convolution, but remove the attention mechanism 

module. 

2) Experiment 2: Replace all convolutions with ordinary 

convolutions and keep the attention mechanism module. 

The results of the experiments are shown in Fig. 12. From 
the results, it can be seen that compared to the method in this 
paper, Experiment 1 generates more complementary images 
containing artifacts and texture blurring, while the introduction 
of the attention mechanism module can more effectively 
reduce the loss of image information. The results of 
Experiment 2 show that the addition of gated convolution and 
hybrid dilated convolution can obtain more information when 
generating images and generate complementary images that are 
more in line with the real situation. 

(a) (b) (c) (d) (e)  
Fig. 12.  (a) Input image, (b) Original image, (c) Experiment 1, (d) 

Experiment 2, and (e) Our. 

V. RESULTS AND DISCUSSION 

Compared with several classical algorithms such as GLC, 
Gconv, Musical and RFR, the method in this paper 
complements to better results. The comparison parameters on 
the three datasets are shown in Table VI, Table VII and Table 
VIII, the complementation results of this paper's method are 
better than the other methods in SSIM, PSNR and Mean loss, 
which shows that this paper's method can reasonably 
complement the irregular missing images. 
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Meanwhile, the ablation experiments can prove that the hybrid 
null convolution structure and the attention mechanism module 
cited in this paper effectively enhance the model. Therefore, 
the method in this paper can be applied to the frequently 
occurring missing problems in reality, to complement the 
problem of criminal's facial occlusion; to fill in the problem of 
missing details in old photos; and to predict the key contents of 
medical images. 

TABLE VI.  PERFORMANCE OF DIFFERENT MODELS ON CELEBA-HQ 

DATASET 

Method 
Parameter 

SSIM PSNR Mean 
1l  Loss 

GLC 0.693 19.62 6.91% 

Gconv 0.768 21.74 5.42% 

Musical 0.771 21.95 5.31% 

RFR 0.809 22.16 4.54% 

Our Method 0.811 22.53 4.56% 

TABLE VII.  PERFORMANCE OF DIFFERENT MODELS ON THE PLACES2 

DATASET 

Method 
Parameter 

SSIM PSNR Mean 
1l  Loss 

GLC 0.453 17.79 9.22% 

Gconv 0.574 18.31 8.22% 

Musical 0.583 18.76 7.91% 

RFR 0.594 18.90 7.63% 

Our Method 0.607 18.90 7.32% 

TABLE VIII.  PERFORMANCE OF DIFFERENT MODELS ON THE PARIS 

DATASET 

Method 
Parameter 

SSIM PSNR Mean 
1l  Loss 

GLC 0.531 19.93 7.21% 

Gconv 0.628 20.72 6.61% 

Musical 0.631 21.65 6.72% 

RFR 0.674 22.79 5.58% 

Our Method 0.673 22.76 5.44% 

VI. CONCLUSION 

The field of image restoration dates back to the 1950s. 
Most traditional image restoration methods use techniques such 
as texture synthesis, and although they can complement 
images, these methods have their own limitations. In recent 
years, with the advancement of deep learning techniques, 
image complementation has developed rapidly. Deep learning 
methods are trained with a large amount of data, constantly 
learning and updating, and excel in computer vision tasks, 
natural language processing and speech recognition. In the 
field of deep learning, Generative Adversarial Networks 
(GANs) are popular for their ability to generate images. 
Compared with other models, GAN-based image 

complementation methods have excellent performance when 
targeting complex texture image restoration. 

In this paper, we propose a two-stage GAN image-
completion model with generative adversarial network as the 
underlying architectural model, i.e., a coarse-completion stage 
and a refinement-completion stage. The model mainly consists 
of gated convolution, hybrid dilated convolution and two 
attention mechanism modules, etc., while three different loss 
functions are used to train the generator more efficiently. The 
discriminative part introduces the VGG-16 feature extractor, 
which increases the sensory field and at the same time can 
extract more feature information from the image. 

In this paper, the proposed model is experimentally 
compared with GLC, Gconv, MUSCIAL and RFR on three 
different datasets (CelebA-HQ, Place2, and The Paris 
dataset).GLC produces complementary images with blurred 
texture and confusing structure when complementing a wide 
range of deletions while Gconv and Musical produce less 
results when faced with a wide range of deletions, and GLC 
produces less results when faced with a wide range of 
deletions. Deletions produce less realistic or unrecognizable 
results. Similarly, the training results of RFR are similar to 
those of this paper, but the method in this paper generates 
results with fewer artifacts and better results. In terms of data, 
on the CelebA-HQ and Places2 datasets, this paper's method 
outperforms the other methods in terms of SSIM, PSNR and 
average loss. While on The Paris dataset, although the average 
loss is better than other methods, both SSIM and PSNR are 
slightly inferior to RFR. 

The experimental results prove that the method in this 
paper has good progress and can recover the image details 
better while complementing the image. 
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