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Abstract—The landscape of human-machine interaction is 

undergoing a transformation with the integration of 

conversational technologies. In various domains, Large Language 

Model (LLM) based chatbots are progressively taking on roles 

traditionally handled by human agents, such as task execution, 

answering queries, offering guidance, and delivering social and 

emotional assistance. Consequently, enhancing user satisfaction 

with these technologies is crucial for their effective incorporation. 

Emotions indeed play an effective role in responses generated by 

reinforcement-learning-based chatbots. In text-based prompts, 

emotions can be signaled by visual (emojis, emoticons) and 

linguistic (misspellings, tone of voice, word choice, sentence 

length, similes) aspects. Therefore, researchers are harnessing 

the power of Artificial Intelligence (AI) and Natural Language 

Processing techniques to imbue chatbots with emotional 

intelligence capabilities. This research aims to explore the impact 

of feeding contradicting emotional cues to the LLMs through 

different prompting techniques. The evaluation is based on 

specified instructions versus provided emotional signals. Each 

prompting technique is scrutinized by inducing a variety of 

emotions on widely used LLMs, ChatGPT 3.5 and Gemini. 

Instead of automating the prompting process, the prompts are 

given by exerting cognitive load to be more realistic regarding 

Human-Computer Interaction (HCI). The responses are 

evaluated using human-provided qualitative insights. The results 

indicate that simile-based cues have the highest impact in both 

ChatGPT and Gemini. However, results also conclude that the 

Gemini is more sensitive towards emotional cues. The finding of 

this research can benefit multiple fields: HCI, AI Development, 

Natural Language Processing, Prompt Engineering, Psychology, 

and Emotion analysis. 

Keywords—Emotion cues; prompt; Large Language Model 

(LLM); Human Computer Interactions (HCI) 

I. INTRODUCTION 

The proliferation of conversational technologies has 

resulted in a significant rise in the incorporation of chatbots 

across various sectors. A chatbot, defined as a dialogue system 

engaging with humans through natural language via text, 

voice, or as an embodied agent with multimodal 

communication, has become increasingly prevalent [1]. 

Organizations favor chatbots because of their ability to offer 

proactive service, immediate assistance, and cost-cutting 

benefits [2]. They are extensively employed to automate tasks 

like tracking deliveries, making reservations, obtaining flight 

information, and placing orders. The round-the-clock 

availability and swift response to general queries make them 

an attractive solution for businesses. In recent times, chatbots 

have extended their utility to provide social and emotional 

support in healthcare and personal contexts [3]. 

Chatbots stand out as the fastest-growing communication 

channel globally, spanning various domains [4]. The 

substantial advantages associated with integrating chatbots in 

service and social areas prompt organizations to make 

significant investments in this technology. Despite this, 

research suggests that users still harbor reservations about 

chatbot interactions and express a preference for human agents 

[2]. Additionally, a review on chatbot usability and user 

acceptance indicates that people lean towards natural 

communication as opposed to machine-like interactions, 

believing that a human can better comprehend them [5]. The 

study underscores the importance of user satisfaction in 

successfully integrating and adopting chatbots. Consequently, 

enhancing user engagement and satisfaction with chatbot 

interactions has become paramount to delivering an improved 

experience and encouraging widespread adoption of the 

technology [6]. 

The interaction with the chatbots is achieved through input 

called as Prompt. The prompt in general, is an input aimed to 

induce a particular response [7]. It can be anything i.e. written 

statement, voice, image, action, or physical gesture. Since the 

development of advanced machine learning models, the term 

"Prompt" has become a referring point for explicit instructions 

that are provided to these models to get the output. Prompt 

engineering involves specifying the prompt with the goal of 

obtaining the desired output. While navigating different social 

conditions, humans are programmed to express a wide range 

of emotions. Emotional expressions have a communication 

purpose. They transmit information about intentions, feelings, 

needs for action, and situational assessments. They ease the 
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coordination of social interactions [8] [9]. Prompts were 

previously more dependent on certain patterns with specific 

machine learning models, but nowadays, with the 

development of massive language models, prompting has 

become easier. These models enable us to feed prompts in any 

style or tone of human speech. Emotions are naturally 

included in human speech. People frequently communicate 

their emotions in writing prompts for large language models 

(LLMs), both consciously and unconsciously. These feelings 

can be expressed in a variety of ways, from subtle to more 

overt expressions [8]. 

When an LLM detects an emotion, it examines the dataset 

on which it was trained to determine the meaning of that 

emotion [9]. As Fig. 1 shows that, if an emotion has a single 

and well-defined meaning, the model associates that meaning 

with the emotion. However, if the emotion has numerous 

meanings, the model considers the prompt's surrounding 

context. The model makes a sensible assumption about the 

emotion's intended meaning based on the context. Once the 

interpretation is made, the model generates a response that 

corresponds to the emotion's interpreted meaning. 

 

Fig. 1. A flowchart defining LLM’s behavior in emotion detection. 

It is a common knowledge that LLMs have good 

understanding of emojis and emoticons [9] [11]; however, 

these are quite good in interpreting different means of 

linguistic cues. According to prior researches, LLMs are smart 

enough to detect emotions when they are explicitly instructed. 

An example of this can be seen where GPT 3.5 powered 

SnapAI [12] detected emotions in a lengthy prompt 

(containing lots of linguistic cues) when instructed explicitly: 

The first question to come up is whether these LLMs 

detect emotions with same perfection evenssss when they are 

not explicitly instructed, and the second question is what will 

be the impact of these emotions when these are in contrast to 

given task. Since zero-shot prompting is the primary method 

used by most chatbot users [13], most research on emotion in 

prompting focuses on this technique. Other advanced 

prompting methods, on the other hand, are more concerned 

with specific instructions than emotions. Even if the effect of 

conflicting emotions on these sophisticated prompting tactics 

might be small, our aim is to explore it. Our goal in examining 

this effect is to learn more about the ways in which emotions 

may affect these prompts. 

Prompt: “Okay, so from this prompt of mine you may evaluate the 

emotions of me. What do you think, and you may write the whole 

repeat the whole prompt of me by mentioning in bracket that which 
emotion you find were part of my prompt. So, you may do it, and I 

know you can do it. So, you may be detailed more detailed more and 
more detailed, and try to find the emotions in my messages. Now, 

after that, you can write a conclusion paragraph in describing overall 

emotions of my message. And also, you may, what can I say, you 
may identify my tone. What is my prompting tone?” 

SnapAI’s Response: “Sure! Let's evaluate the emotions in your 

prompt. Here's the repeat of your prompt with emotions identified: 

 

"Okay, so from this prompt of mine (curiosity) you may evaluate the 
emotions of me (anticipation, excitement). What do you think, and 

you may write the whole repeat the whole prompt of me (enthusiasm) 

by mentioning in bracket that which emotion you find were part of 
my prompt (eagerness). So, you may do it (encouragement), and I 

know you can do it (confidence). So, you may be detailed 

(expectation) more detailed (emphasis) more and more detailed 
(enthusiasm) and try to find the emotions in my messages (curiosity). 

Now, after that, you can write a conclusion paragraph (anticipation) 

in describing overall emotions of my message (expectation). And 
also, you may, what can I say, you may identify my tone (curiosity). 

What is my prompting tone (interest)?" 

 
Overall, your prompt reflects a sense of curiosity, anticipation, 

excitement, enthusiasm, encouragement, confidence, expectation, 

eagerness, and interest. Your tone throughout the prompt is engaging 

and shows a genuine desire to understand and explore emotions. Keep 

up the great work! 😊” 

II. LITERATURE REVIEW 

Analysis of emotions has always been part of 

psychological research. In Human-Computer Interaction 

(HCI), emotions help in enhancing user experience by 

improving communications and decision-making to adapt to 

user needs [14]. 

This literature review's focus is on emotion cues and the 

relationship between emotions and LLMs. An in-depth search 

was conducted using several databases, including IEEE 

Xplore, Google Scholar, ScienceDirect, and ACM Digital 

Library. 

According to linguistics research, emotions are conveyed 

through texts and images including various ways such as 

choice of visual elements (facial expressions, emojis, or 

emoticons), choice of words, formatting, or color themes [15] 

[16] [17]. Prior to Computer-Mediated Communication 

(CMC), people used to convey emotions with linguistic cues. 

They also used to explicitly declare their emotional state in a 

bracket and adjust it with the text [18]. In 1982, the first 

emoticon was invented by an American Professor Scott 

Fahlman using ASCII characters. These emoticons later 
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transformed into emojis in 1997 by Softbank, and in 1999 by 

Docomo, using pixel art [19] [20]. There is no proper record 

of modification in linguistic cues after invention of emoticons 

and emojis. 

The use cases of emoticons and emojis are written in 

various literature [20 ][21] [22]. Emojis have greater impact in 

cross-culture communications [23]. An individual’s 

personality and behaviour can be determined by linguistic 

cues from text written by them [24] because these are often 

used unintentionally; however, as visual cues are always 

selected with intention, they often create contradiction with 

text, and create misguidance [25] [26] [27]. Emotion cues 

works better when they are combination of visual and 

linguistic cues [23] [28] [29]. 

The introduction of LLMs gave research a new angle. The 

majority of retrieved research regarding association of 

emotion cues with LLMs is about emotion detection. Some of 

them are about text-based emotion detection [9-11] [30], while 

others are related to visual emotion analysis [31] [32] [33]. 

Certain sensitive fields use emotion detection, such as the 

analysis of suicide notes' emotions [30] and the identification 

of emotions in autistic children [32]. Emotion detection 

improves AI systems' understanding and response to users' 

emotions, assisting in the diagnosis of mental health disorders 

[34] [35], the customization of marketing campaigns [36][37], 

and the monitoring of emotional well-being. Most notable 

applications include mental health chatbots [29] [38- 40], and 

emotion-aware wearable gadgets [41]. Another study direction 

is to inject emotions [42] into LLMs and have them act in any 

given specified role [43] [44]. Emotion prompting is also 

responsible for the creation of the famous jailbreak "Do 

Anything Now" [45]. 

The existing literature doesn't provide a clear definition of 

how emotions have an impact on different prompting 

techniques. Additionally, it lacks an explanation of the use 

cases for incorporating emotions in images. It would be 

interesting to explore further into these areas in order to better 

understand the impact of emotions in diverse circumstances. 

III. METHODOLOGY 

This research analyzed the responses of ChatGPT 3.5 and  

Gemini on prompts of different techniques, with each having 

different types of subtle emotions including visual and 

linguistic cues. Each prompt is constructed manually by 

exerting cognitive load to be more realistic in context of 

Human-Computer Interaction (HCI). Emotion cues and 

prompting techniques are chosen on the basis of their wide 

recognition and common usage. 

A. Establishment of Prompt 

Each prompt contains an instruction, and a contradicting 

emotion cue. The instruction contains an action verb and a 

context of job, and then an opposite emotion is subtly inserted 

into the prompt. In visual cues, emojis, or emoticons are 

directly inserted, while linguistic emotion cues are given by 

addition or manipulation of words. 

The Fig. 2 provides a visual representation of our 

interaction with LLM-based chatbot. The two inward-pointing 

arrows are depicting inputs, and the one outward-pointing 

arrow is representing the LLM’s response as output. 

 
Fig. 2. An illustration of LLM’s input and output for this research. 

B. Chosen Emotion Cues 

The research is based on two sorts of emotion cues—

visual and linguistic—to be incorporated into text-based 

prompts. We have employed emojis [46] and emoticons [47] 

as visual clues. These are necessary part of digital 

communication which can be inserted easily. Emojis and 

emoticons are typed with the typer’s willingness in mind, and 

these are more frequently used than ASCII art and kaomojis 

[48, 49].  Additionally, as linguistic context, we have selected 

five emotion cues:  1. Misspellings [29], 2. Tone of voice [50], 

3. Word choice [51], 4. Sentence length [52][53], and 5. 

Similes [54]. Intentional misspelled words cause informality 

in digital communication [55], while unintentional 

misspellings i.e. substitution errors, omission errors, and 

homophone errors tend to occur when text is typed in a rush 

[56][57]. Tone of voice, and word choice are influenced by 

specific situation or circumstances in which communication 

takes place. The receiver assumes an impression of typer 

based on compiled tone and word choice [58]. A study shows 

that in excitement, people provide extra details and 

explanation, and make sentences lengthy, but unrelated 

context leads to decrement of LLM’s accuracy in solving 

problems. [53]. By expressing distinct and individualized 

emotions through seeking commonalities between two 

different things, both similes and metaphors makes statement 

clearer [59]; however, simile is easier to recognize and 

interpret, and is more commonly used by people in their daily 

conversation [60] [61]. These emotion cues are labeled in 

Table I. 

TABLE I. EMOTIONS 

Label Emotion Type 

E1 Emojis 

E2 Emoticons 

E3 Misspellings 

E4 Tone of voice 

E5 Word choice 

E6 Sentence length 

E7 Simile 

C. Chosen Prompting Techniques 

Six different prompting techniques are explored in this 

research which given in Table II. These techniques include 
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zero-shot prompting which is the most basic kind of prompt 

with no example [62] [63], sequential thinking prompting by 

beginning each zero-shot prompt with the phrase “Think step-

by-step” [64] [13] [65], few-shot prompting [66] with three 

examples added to zero-shot prompt, role-playing by 

assigning a role or persona to chatbot [67] [68] by giving first 

prompt with phrase “Act as a [role/persona]”  and a clear 

description of the role which is later followed by initial zero-

shot prompt as second prompt. The last two techniques are 

refinement of response of zero-shot prompt through a 

feedback prompt [69], and template filling prompt [70] in 

which we began with an incomplete statement, and then used 

square brackets to indicate where LLM should write its 

response. 

TABLE II. PROMPT TYPES AND EXAMPLES 

Label Prompt Type Prompt Text 

P1 

Zero-shot 

prompt with 

contradictory 
emojis 

Give only one line response. Recommend me an 

outfit for summer ⛄❄️️ 

P2 

Feedback on 

response to 

Zero-shot 

prompt 

don't make it cool and stylish. ⛄👍👌 

P3 

Sequential 

Thinking 

Prompt 

Think step-by-step, and give only one line 

response. Recommend me an outfit for summer 

⛄❄️️ 

 

P4 3-shot prompt 

User: Recommend me a book. 

AI: "The summer I turned pretty" by Jenny Han 

User: Recommend me a place 

AI: Beach 

User: Recommend me an activity. 

AI: Swimming 

User: Recommend me an outfit ⛄❄️️ 

AI: 

P5 
Role-playing 

Prompt 

Act as an AI who always response in context of 

summer season; 

Recommend me an outfit ⛄❄️️ 

P6 
Template 

prompt 

Don't write complete paragraph. Just fill this 

template: ⛄❄️️ 

One suitable outfit for summer is [name of an 

outfit]. 

D. Experimental Mechanism 

Each sort of seven emotion cue (E1 to E7) is injected in 

each of the six prompting techniques (P1 to P6). The first step 

in the process is to select an emotion cue E1 and apply it to 

prompt P1. This input is then fed into ChatGPT and Gemini. 

Both models generate responses, which are evaluated through 

human feedback. In a separate chat, the same emotion cue E1 

is then applied to the next prompting technique i.e. P2, and this 

process continues until all move on to emotion cue E2, and 

repeat the process for all prompting techniques. This iterative 

process continues until all emotion cues and prompting 

techniques are implemented. This can be mathematically 

represented using Eq. (1).  

  

Where, Rij represents the response generated by Mi, the i-

th model (ChatGPT or Gemini) using the Pj, the j-th 

prompting technique (P1 to P6) and emotion cue 𝐸𝑘 which 

represents the k-th emotion cue (E1 to E7).  The whole process 

is further illustrated in Fig. 3. 

 
Fig. 3. A flowchart defining prompt feeding process. 

Concerning our initial iteration, we started with E1 that is 

emojis. The first zero-shot prompt was “Give only one line 

response. Recommend me an outfit for summer” because it is 

a common use-case of LLM [71]. For P1, we inserted 

“⛄❄️🥶” as these are contradictory to the prompt, and 

represent winter and cold weather; however, LLM interprets 

these emojis in sense of coolness and style. Next, we fed 

feedback prompt P2 to not add elements of coolness and style 

in response. We included the keyword “Think step-by-step” to 

P3. Then, moving on to P4, we added three concise and direct 

shots, and then inserted the same P1 right after these shots. In 

P5, we designate the LLM to always respond in the context of 

summer season. Then, we ask it to recommend an outfit, but 

with contradicting emojis “⛄❄️🥶”. Lastly, in P6, LLM 

was instructed to fill in the template by providing the name of 

an outfit suitable for summer, but with same counter emojis. 

IV. EVALUATION 

The evaluation process includes determining if the 

instructions and emotions were taken into account for each 

area of prompt engineering. An evaluation based on human 

judgment was used to carry out this assessment, weighing the 

overall importance of the prompts, the influence of emotions, 

and the weight of the instructions. The scales from 1 to 6 are 

defined to allow consistency and transparency in evaluation 

process. The detail of the scale is given in Table III below: 

TABLE III. EMOTION SCALE DESCRIPTION 

Emotion 

Impact 
Scale Description 

Low 

1 
Emotion is completely neglected, but instruction is 

considered 

2 
Emotion is considered, but it has no impact on LLM’s 

response 

Medium 
3 Emotion is considered, and it has low impact on response 

4 Both emotion and instruction have 50-50 weightage 

High 

5 Impact of emotion is higher than impact of instruction 

6 
Instruction is completely neglected, only emotion is 

considered 
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A. Comparative Analysis 

The following tables, labeled as Table IV present the 

comparative analysis for each emotion: 

TABLE IV. EVALUATION OF EMOTION CUES ON EACH PROMPTING 

TECHNIQUE 

Emotion 
Prompting 

technique 

LLM 

ChatGPT 3.5 Gemini 

E1 

P1 4 3 

P2 1 1 

P3 3 6 

P4 6 6 

P5 4 3 

P6 3 1 

E2 

P1 1 3 

P2 1 1 

P3 1 2 

P4 1 6 

P5 1 4 

P6 5 5 

E3 

P1 1 4 

P2 1 2 

P3 5 1 

P4 1 1 

P5 1 1 

P6 1 1 

E4 

P1 4 3 

P2 3 3 

P3 3 3 

P4 4 3 

P5 3 3 

P6 5 1 

E5 

P1 1 4 

P2 1 4 

P3 1 4 

P4 1 6 

P5 1 5 

P6 6 5 

E6 P1 3 5 

P2 1 1 

P3 1 5 

P4 1 1 

P5 3 4 

P6 1 5 

E7 

P1 5 5 

P2 3 4 

P3 5 5 

P4 4 4 

P5 4 5 

P6 3 5 

The evaluation reveals that in ChatGPT, Simile has high 

impact on each of the prompting techniques, and the 

emoticons, misspelling, and word choice have neglected 

impact on five of the six prompting techniques, while in 

Gemini, simile has highest impact on four of the six 

prompting techniques, and misspelling has lowest impact on 

each of the prompting techniques.  

B. Evaluation by Experts 

To enhance the credibility of our evaluation, we utilized 

the expertise of four professionals mentioned in the Table V, 

from relevant fields. Each expert has been assigned a variable 

for better evaluation: 

TABLE V. EXPERTS 

Label Expertise 

X1 Psychologist 

X2 Linguist 

X3 Human-Computer Interaction Expert 

X4 Prompt Engineer 

The selection process of the experts is on basis of their 

qualifications, experience, and expertise. Since these four 

experts come from diverse fields, their evaluation and 

assigned scales differ. Table VI records each expert’s 

evaluation for each prompt using a pre-defined numerical 

scale from 1 to 6.

TABLE VI. EVALUATION BY EXPERTS 

Prompt X1 X2 X3 X4 

 ChatGPT Gemini ChatGPT Gemini ChatGPT Gemini ChatGPT Gemini 

P1 & E1 1 1 1 1 3 2 3 3 

P2 & E1 1 4 1 2 2 4 1 1 

P3 & E1 6 6 5 6 6 5 3 6 

P4 & E1 3 3 3 3 3 3 6 6 

P5 & E1 1 1 1 1 1 1 3 3 

P6 & E1 2 1 2 1 1 2 3 1 

Each expert brought their unique expertise and perspective 

to the table. The psychologist focused on how these models 

affect user emotions [72], while linguistic paid attention to 

linguistic nuances and biases [73] presented in the generated 

response. The HCI expert evaluates user experience by 

considering how well the LLM's response aligns with the 

intended design of the prompt, and with a friendly 

contradiction [74, 75], the prompt engineer checks the 

response completely on basis of design and creation of the 

prompt. 

V.  RESULTS 

The impact of contradicting emotion cues is categorized in 

three means: High when the scale is 5 or 6, Medium when the 

scale is 3 or 4, and Low when the scale is 1 or 2. The 
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following table gives a quantitative summary of both models 

on basis of each prompting techniques. 

Across all three impact levels, ChatGPT 3.5 performed 

best in the sequential thinking and template filling tasks. Its 

strongest overall performance was in template filling where it 

achieved high impact three times. Gemini achieved its highest 

scores on the sequential thinking, three-shots, and template 

filling tasks, with scores of 3 and 4 in the high impact level. Its 

strongest performance was in template filling, where it 

received a score of 4. Looking at the total scores, ChatGPT 

achieved a total of 7 for high impact, 14 for medium impact, 

and 21 for low impact. Gemini had totals of 14 for high 

impact, 16 for medium impact, and 12 for low impact. 

Table VII concludes that Gemini is highly sensitive 

towards emotion cues, while most of the time, ChatGPT 

prefers the direction of instruction if it is in contradiction to 

emotion signal. It is an interesting finding that both LLMs 

caught emotion cue more frequently in template filling. 

TABLE VII. IMPACT QUANTITATIVE SUMMARY ON BASIS OF PROMPTING 

TECHNIQUES 

  Impact 

  High Medium Low 

ChatGPT 3.5 

P1 1 3 3 

P2 0 2 5 

P3 2 2 3 

P4 1 2 4 

P5 0 4 3 

P6 3 1 3 

Total 7 14 21 

Gemini 

P1 2 5 0 

P2 0 3 4 

P3 3 2 2 

P4 3 2 2 

P5 2 4 1 

P6 4 0 3 

Total 14 16 12 

For emotion cue E1, both models showed over 50% 

impact. E2 had a larger difference, with Gemini significantly 

higher at 58.33% versus ChatGPT’s 27.77%. E3 again 

impacted both models around 27-28%. For E4, ChatGPT 

outperformed with 61.11% impact versus Gemini's 44.44%. 

The largest variation was in E5, where Gemini achieved a very 

high impact of 77.77% compared to ChatGPT's more 

moderate 30.55%. In terms of E6, Gemini continues its lead 

with 58.33% impact versus ChatGPT's 27.77%. Finally, for 

E7, both models achieved over 65% impact, with Gemini again 

slightly ahead at 77.77% versus ChatGPT's 66.66%. Fig. 4 

highlights that while both models showed varying responses to 

different emotion cues, Gemini tended to surpass ChatGPT 3.5 

in terms of percentage impact, particularly for cues E2, E5, and 

E7. 

The following bar chart presents the percentage of impact 

for each emotion cue (E1-E7) on a scale from 0 to 90%: 

 
Fig. 4. Percentage analysis of Table VII on basis of emotion cues. 

VI. CONCLUSION AND FUTURE WORK 

In conclusion, this research aimed to analyze the impact of 

emotion cues in six different commonly used prompting 

techniques. Instead of relying on an automated process, we fed 

prompts manually to the ChatGPT and Gemini, and evaluated 

it with human assessment. This study is limited to manual 

feeding of prompts and no any automated model is used. The 

research obtained significant findings that Gemini is highly 

sensitive towards emotions even if they are contradictory, and 

the prompting by template filling also catches emotions while 

neglecting its instructions most of the time. The research 

findings have implications for several fields, for instance, 

understanding how emotional cues impact responses from 

LLMs in chatbots can contribute to the development of more 

effective and user-friendly interfaces. This knowledge can 

inform the design of systems that better cater to users' 

emotional needs and expectations. Moreover, understanding 

how LLMs respond to contradicting emotional cues provides 

valuable insights into the psychological aspects of human-

computer interaction. This knowledge can contribute to a 

deeper understanding of how users perceive and interact with 

emotionally intelligent systems. In our future research, we aim 

to explore the nuanced interplay of emotion cues within 

prompts that incorporate both images and voices. This 

exploration seeks to deepen our understanding of how visual 

and auditory elements, in conjunction with textual 

instructions, influence the responses of LLMs in chatbot 

interactions. 
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