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Abstract—The climate in Indonesia is sometimes unstable to 

this day. This unstable climate change will cause difficulties in 

predicting rainfall conditions. With unstable climate change, an 

algorithm is needed that helps the public predict rainfall 

conditions using rainfall, temperature and humidity parameters. 

The research process uses daily climate data from the Indonesia 

Climatology Agency with time span 2018 – 2023. The classification 

system using the Naïve Bayes Classifier (NBC) algorithm is less 

able to capture complexity and complex feature interactions with 

an accuracy of 97%-98%, Support Vector Machine (SVM) has an 

accuracy of 92%-94% and fewer prediction errors than NBC and 

Decision Tree which experienced overfitting especially when 

testing sets with 50% data with an accuracy of 99%-100%. Even 

though the Decision Tree shows the best performance, there is still 

a risk of overfitting so, SVM is a stable choice in this research. 

Keywords—Naïve Bayes Classifier (NBC); Support Vector 

Machine (SVM); decision tree; confusion matrix; classification; 

rainfall; temperature; humidity 

I. INTRODUCTION 

The climate in Indonesia is sometimes unstable now. This 
unstable climate change will cause difficulties when predicting 
rainfall conditions. According to the Indonesian Meteorology, 
Climatology and Geophysics Agency (BMKG), the average air 
temperature in July in Indonesia for the period 1981 – 2010 was 
26.39°C. In 2020, the average air temperature in February was 
27.22°C so the anomalous increase in average air temperature 
was 0.83°C [1]. Rainfall predictions are very important because 
good rainfall predictions will avoid many disasters and 
accidents. Unpredictable rainfall can cause crop damage, major 
floods and droughts, ultimately exploiting animal, plant and 
human life [2]. 

In agriculture, accurate rainfall predictions will help farmers 
to plan their agricultural activities. Until now, farmers still carry 
out planting activities based on their intuition [3]. Machine 
learning and deep learning algorithms have emerged as 
powerful tools for analyzing vast amounts of data from various 
sources, including satellite imagery and atmospheric 
conditions, to enhance rainfall prediction accuracy [4]. The 
agriculture sector benefits from more accurate rainfall forecast, 
as they help mitigate the effects of abnormal precipitation on 
crop cultivation and influence decisions regarding planting, 
harvesting, and agricultural inputs [5]. 

Machine learning tries to process observational data and 
then gets results, namely weather patterns, which in turn can 

help analyze rainfall which often changes so that it can make 
more accurate rainfall predictions [6]. Several studies on 
machine learning for optimal classification have been carried 
out. Research by Fallo (2021) [7] utilized the linear kernel SVM 
method, NBC, and Ordinal Logistic Regression with SVM 
accuracy results of 67.99%, NBC with accuracy results of 
69.63%, and Ordinal Logistic Regression with accuracy results 
of 69.63 %. Azmi et al. (2021) [8] achieved 96% accuracy using 
NBC for rainfall classification in Banyuwangi, Indonesia. 
Husain H., Dawoodi, and Patil (2023) [9] found SVM to be the 
best model for rainfall prediction in North Maharashtra, India, 
with 93% accuracy. Sivanantham et al. (2023) [10] compared 
multiple classification algorithms for rainfall prediction in 
Indian States, including Logistic Regression, Decision Tree, 
Random Forest, and SVM. These studies demonstrate the 
potential of machine learning techniques in improving rainfall 
classification and prediction accuracy. 

The Climatology Station Indonesian Meteorology, 
Climatology and Geophysics Agency has historical weather 
data but the data is still small in quantity and there is data that 
is less accurate because data takers still depend on historical 
data so there are still errors and incomplete data, and this causes 
rainfall predictions to be less accurate. Therefore, the researcher 
is interested in developing previous research related to rainfall 
classification using the Naïve Bayes Classifier (NBC), Support 
Vector Machine (SVM), Decision Tree algorithm. 

This paper aims to provide a comprehensive analysis of 
three machine learning algorithms, Naïve Bayes Classifier 
(NBC), Support Vector Machine (SVM), and Decision Tree, in 
the context of rainfall classification. The study will evaluate the 
performance of these algorithms using confusion matrix to 
determine and evaluate their accuracy and reliability. 

II. RESEARCH METHODS 

A. Problem Analysis 

The system design for this research aims to predict rainfall 
for agricultural activities using the Naïve Bayes Classifier 
(NBC), Support Vector Machine (SVM), and Decision Tree 
methods and data taken from the DI Yogyakarta Climatology 
Station (dataonline.bmkg.go.id) to create and train a model to 
make accurate predictions. The research process used daily 
climate data from Indonesia Climatology Agency (BMKG) 
with time span 2018 – 2023 by using three parameters: rainfall, 
temperature and humidity. 
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B. Research Step 

In conducting this research, several stages are required to 
achieve the research objectives. Starting with determining 
environmental system requirements such as research methods, 
data used, and measurement methods. After knowing the 
system analysis, you can obtain weather parameter data, then 
form a Naïve Bayes Classifier (NBC), Support Vector Machine 
(SVM), Decision Tree model architecture. The desired model 
parameters are high accuracy and produce model performance 
measurement parameters in accordance with Fig. 1. 

 
Fig. 1. Research steps flowchart. 

C. System Workflow 

System workflow describes the whole system. There are 
several stages so that the system can work well. The first stage 
that must be carried out is data loading, this process is the stage 
for adding the dataset to the algorithm system. Then, the data 
preprocessing stage includes classifying and labelling the 
dataset. The next process is Exploratory Data Analysis (EDA) 
and Data Preparation, this stage is the stage to understand the 
nature of the dataset. Then, the most crucial stage is data 
classification using the Naïve Bayes Classifier, Support Vector 
Machine and Decision Tree. Then, model evaluated using the 
confusion matrix and the final stage is testing the results of the 
three algorithms. All stages are visualized as a flow diagram as 
in Fig. 2. 

 
Fig. 2. System workflow. 

D. Preprocessing Data 

After the data loading process, the next stage is data 
preprocessing with labelling the frequency of rainfall into 
different labels based on specified ranges. The labelling method 
checks the frequency of rainfall in increasing ranges and 
assigns a corresponding label based on where the frequency 
falls. This structured approach helps in categorizing rainfall 
data efficiently and those processes are visualized as in Fig 3. 

E. Data Description 

The data used is open-source data from the BMKG page 
using rainfall, humidity and temperature parameters with a time 
span from 2018 – 2023. And the following is the classification 
of rainfall according to Indonesian Meteorology, Climatology 
and Geophysics Agency (BMKG): 
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Fig. 3. Pre-processing data. 

TABLE I.  RAINFALL CLASSIFICATION ACCORDING BMKG 

No Rainfall Intensity Classification 

1. 0 mm/day Cloudy 

2. 0.5 – 20 mm/day Light Rain 

3. 20 – 50 mm/day Moderate Rain 

4. 50 – 100 mm/day Heavy Rain 

5. 100 – 150 mm/day Very Heavy Rain 

6. >150 mm/day Extreme Rain 

F. Confusion Matrix 

The confusion matrix is widely used in machine learning for 
evaluating classification model performance [11]. It compares 
predicted and actual class labels, typically in a tabular format 
[12]. While traditionally used for binary classification, 
confusion matrix can be extended to multiclass problems [13]. 

The term “confusion” in the matrix name refers to how the 
model may confuse or mislabel classes [11]. In credit scoring, 
the confusion matrix is an essential measure of model accuracy, 
with 16 possible variants, of which only eight are considered 
reasonable (Zeng, 2019) [14]. The matrix’s entries typically 
include true negatives, false positives, false negatives, and true 
positives (Piegorsch, 2020) [15]. Confusion matrix calculated 
the F1-Score, a widely used measure of classification accuracy, 
combines precision and recall using a harmonic mean 
(Yadavendra & Chand, 2020) [16]. 

G. Naïve Bayes Classifier 

Gaussian Naïve Bayes (GNB) Classifier is a popular 
machine learning technique that assumes conditional 
independence between features. While efficient, this 
assumption can be limiting (Ali Haghpanah Jahromi & Taheri, 
2017) [17]. Gaussian Naïve Bayes (GNB) algorithm has been 
successfully applied to rainfall classification and prediction in 
various studies. It has shown high accuracy in classifying daily 
and monthly rainfall patterns (Indra Kusuma Yoga et al., 2022) 
[18] and in predicting drought and flood risks based on multiple 
atmospheric variables (Oluwatobi Aiyelokun et al., 2020) [19]. 
Research has also shown that the Naïve Bayes Classifier can 
effectively classify rainfall based on air temperature and wind 
speed (Meilani Nisa Abdilla et al., 2024) [20]. 

H. Support Vector Machine 

Support Vector Machines are widely used for classification 
tasks, with linear SVM being particularly effective for linearly 
separable classes (Murty & Raghava, 2016) [21]. The choice of 
kernel function is crucial for SVM performance, with linear 
kernels often outperforming others in certain applications 
(Keumala Intan, 2019) [22]. Support Vector Machine (SVM) 
have been developed for rainfall classification and prediction 
tasks with varying kernel functions. Linear kernel SVM have 
shown effectiveness in modeling pore-water pressure responses 
to rainfall, achieving high accuracy while offering 
computational efficiency (K. Yusof et al., 2017) [23]. In rainfall 
classification, linear and polynomial kernels demonstrated 
superior performance (78.38% accuracy) compared to Gaussian 
kernels when using a 90:10 training-testing split (Novia Pratiwi 
& Yudi Setyawan, 2021) [24]. SVM with linear and RBF 
kernels have been used to classify rainfall as heavy or light 
based on temperature and humidity data (S. Sunori et al., 2021) 
[25]. for rainfall prediction, a comparative study of different 
kernels revealed that the linear kernel produced the lowest 
average mean square error (15.04%) on test data, outperforming 
polynomial, RBF, and sigmoid kernels (J. Mohanty & M. 
Mohapatra, 2018) [26]. 

I. Decision Tree 

Decision trees are popular classification algorithms in data 
mining, utilizing a divide-and-conquer strategy to create a 
flowchart-like structure (Dai et al., 2016) [27]. The tree consists 
of internal nodes representing attribute tests, branches denoting 
test outcomes, and leaf nodes holding class labels (Sharma & 
Kumar, 2016) [28]. Classification involves traversing tree from 
root to leaf, with the leaf node indicating the final classification 
(Dai et al., 2016) [27]. Decision trees are widely applicable in 
various fields, including rainfall classification (see Table I). 
Decision trees outperform their effectiveness in binary 
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classification of rainfall events (Manoj Chhetri & Lily Gurung, 
2023) [29] and long-term rainfall prediction (B. Revathi et al., 
2021) [30]. Their popularity stems from their ability to handle 
large, complex datasets and extract useful knowledge from 
incomplete or noisy data (Sharma & Kumar, 2016) [28]. 

J. System Analysis Methods 

This paper uses NBC, SVM and Decision Tree 
classification analysis methods. After carrying out the 
classification process, the next thing is to evaluate using the 
Confusion Matrix. After getting the table, this table will be used 
to find the accuracy value, recall value, precision value, and F1-
Score for three models. The next stage is evaluating the model 
by using learning curve of each model. The final in the data 
analysis method is to check whether each model is performing 
well, underfitting, or overfitting as shown in Fig. 4. 

 
Fig. 4. NBC, SVM and decision tree model process. 

K. Classification System Results 

System testing was carried out using new data consisting of 
three parameters: rainfall, temperature and humidity. And the 
output of this test is a classification of rainfall based on the new 
parameters that have been entered. 

III. RESULTS AND DISCUSSION 

The system built is a system to classify the rainfall in 
Yogyakarta, Indonesia with applied three methods in machine 
learning, they are Naïve Bayes Classifier (NBC), Support 

Vector Machine (SVM), and Decision Tree. While the 
programming language used in this paper is Python. 

A. Naïve Bayes System Evaluation Results 

In the 50% test set with 98% accuracy, in class 0 most of 
the data (666 out of 677) was correctly classified as class 0 with 
11 data incorrectly classified as class 1, in class 1 classified 307 
data correctly and 7 data incorrectly classified as class 2, in 
class 3 most of the data (24 of 25) were classified correctly and 
1 data was misclassified as class 4, and the data in class 4 were 
all classified correctly as in Fig. 5. 

 
Fig. 5. Heatmap of NBC confusion matrix result on 50% test set. 

In the 20% test set with 98% accuracy, class 0 in this test 
set most of the data (256 out of 259) is correctly classified as 
class 0 and 3 data is incorrectly classified as class 1, in class 0 
124 data are correctly classified as class 1 and 3 incorrect data 
was classified as class 2, all data (44 data) in class 2 were 
classified correctly, and in class 4 some of the data was 
classified correctly and 1 data was incorrectly classified as class 
2 as in Fig. 6. 

 

Fig. 6. Heatmap of NBC confusion matrix result on 20% test set. 

In the 10% test set with 97% accuracy, class 0 in this test 
set most of the data (113 out of 114) is classified correctly and 
1 data is incorrectly classified as class 1, in class 1 71 data are 
classified correctly but 4 data are incorrectly classified as class 
2, all data (25 data) in class 2 and all data (6 data) in class 3 are 
classified correctly as in Fig. 7. 
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Fig. 7. Heatmap of NBC confusion matrix result on 10% test set. 

Referring to the NBC heatmap results above, this algorithm 
has a fairly good level of accuracy, but there are still prediction 
errors in class 0 and class 1 and these prediction errors tend to 
occur in adjacent classes, indicating that NBC still faces 
challenges in distinguishing classes with the same 
characteristics. 

50% testing set 

 
20% testing set 

 
10% testing set 

 
Fig. 8. The learning curve of Naïve Bayes classifier model. 

As shown in Fig. 8, the cross-validation curve of 20% test 
set has increased too quickly indicating that the model has 
difficulty capturing the complexity of the data so 600 – 800 data 
is enough to achieve optimal NBC performance. 

B. Support Vector Machine System Evaluation Results 

In the 50% test set with 94% accuracy, all data (677 out of 
677) in class 0 are predicted correctly. In class 1, most of the 
data (260 out of 314) was predicted correctly but there were 54 
data that were incorrectly predicted as class 0. In class 2, 72 
data were correctly predicted as class 2 and 7 data were 
incorrectly predicted as class 1. In class 3, 24 data were 
predicted correctly while 1 data was incorrectly predicted as 
class 2. In class 4, all data were predicted correctly as class 4 as 
in Fig. 9. 

 
Fig. 9. Heatmap of SVM confusion matrix result on 50% test set. 

In the 20% test set with 94% accuracy, all data (259 out of 
259) in class 0 are predicted correctly. Predictions in class 1 
were 109 out of 127 data predicted correctly and 18 data 
incorrectly predicted as class 0. In class 2, 40 out of 44 data 
were predicted correctly and 4 data were incorrectly predicted 
as class 1. Meanwhile in class 3, 8 data was predicted correctly 
and 1 data that was incorrectly predicted as class 2 as in Fig. 10. 
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Fig. 10. Heatmap of SVM confusion matrix result on 20% test set. 

In the 10% test se with 96% accuracy, all data (114 out of 
114) in class 0 are predicted correctly. In class 1, some data (68 
out of 75) were predicted correctly, and 7 data were incorrectly 
predicted as class 0. In class 2, 24 data were predicted correctly, 
and 1 data was incorrectly predicted as class 1. Meanwhile, in 
class 3 all data (6 of 6) were predicted correctly as in Fig. 11. 

 

Fig. 11. Heatmap of SVM confusion matrix result on 10% test set. 

All SVM models in the three test sets have an accuracy 

above 94%, but there are still errors in class 1 and class 2 

classification, however, this SVM model is very good at 

classifying data from class 0 very accurately in all test sets. 
50% test set 

 
20% test set 

 
10% test set 

 

Fig. 12. The learning curve of support vector machine model. 

In the SVM learning curve, the three test sets show that the 
model has good abilities in learning data as seen from the 
training accuracy and cross-validation accuracy which increase 
and decrease the distance from each other as shown in Fig. 12. 

C. Decision Tree Evaluation Results 

In the 10% test set, all data (677 out of 677) in class 0 are 
predicted correctly. In class 1, 313 of 314 data were predicted 
correctly and 1 data was incorrectly predicted as class 5. In class 
2, class 3, and class 4, all data were predicted accurately as in 
Fig. 13.  

 
Fig. 13. Heatmap of decision tree confusion matrix result on 50% test set. 

In the 20% test set, all data from all classes (class 0 with 259 
data, class 1 with 127 data, class 2 with 44 data, and class 3 with 
9 data) were predicted correctly and accurately as in Fig. 14.  
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Fig. 14. Heatmap of decision tree confusion matrix result on 20% test set. 

Likewise, in the 10% test set, all data from all classes (class 
0 with 114 data, class 1 with 75 data, class 2 with 25 data, and 
class 3 with 6 data) were predicted correctly as in Fig. 15. 

 

Fig. 15. Heatmap of decision tree confusion matrix result on 10% test set. 

The Decision Tree model has 100% accuracy and the lowest 
prediction error among the three algorithms. 

50% test set 

 
20% test set 

 
10% test set 

 
Fig. 16. Learning curve of decision tree model. 

There is overfitting of the three test sets, especially in the 
50% test set, it is proven that there is quite a large gap between 
testing accuracy and cross-validation accuracy as shown in Fig. 
16. 

IV. CONCLUSION AND SUGGESTION 

A. Conclusion 

Based on research on rainfall classification using the Naïve 
Bayes Classifier (NBC), Support Vector Machine (SVM) and 
Decision Tree algorithms. The conclusion that can be drawn is 
that NBC accuracy is 98%, SVM accuracy is 94%, Decision 
Tree accuracy is 100%. NBC has quite high accuracy but still 
experiences difficulty in distinguishing classes, especially class 
0 and class 1, SVM has good performance in classifying class 
data, even though there are errors in class 1 and class 2, and 
even though Decision Tree has perfect accuracy, however This 
happens due to overfitting, especially on a large test set (50% 
test set), so Support Vector Machine (SVM) becomes a stable 
choice among the three models. 

B. Suggestion 

Suggestions given from research that have been carried out 
for further research are improving the three models, such as 
reducing the dataset to 600-800 for Naïve Bayes Classifier 
(NBC), exploring other than linear kernels in Support Vector 
Machine (SVM), and using pruning techniques in Decision 
Tree. 
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