
(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

743 | P a g e  

www.ijacsa.thesai.org 

Decoding Visual Question Answering Methodologies: 

Unveiling Applications in Multimodal Learning 

Frameworks 

Y Harika Devi1, Dr G Ramu2 

Department of Computer Science and Engineering, Koneru Lakshmaiah Education Foundation, 

Bowrampet, Hyderabad, Telangana, India,5000431 

Department of Computer Science and Engineering, Koneru Lakshmaiah Education Foundation, 

Hyderabad, Telangana, India, 5000752 

 

 
Abstract—This research investigates the intricacies of Visual 

Question Answering (VQA) methodologies and their applications 

within Multimodal Learning Frameworks. Our approach, 

founded on the synergy of Multimodal Compact Bilinear Pooling 

(MCB) and Neural Module Networks (NMN), offers a 

comprehensive understanding of visual and textual elements. 

Notably, the model excels in responding to Descriptive questions 

with an accuracy of 88%, showcasing a nuanced grasp of detailed 

inquiries. Factual questions follow closely with an 86% accuracy, 

while Inferential questions exhibit commendable performance at 

82%. Precision scores reinforce the model's reliability, 

registering 85% for Descriptive, 82% for Factual, and 78% for 

inferential questions. Robust recall scores further emphasize the 

model's ability to retrieve relevant information across question 

types. The F1 Score, reflecting a harmonious blend of precision 

and recall, attests to the model's strong overall performance: 

87% for Descriptive, 84% for Factual, and 80% for inferential 

questions. Visualizations through boxplots and violin plots affirm 

the model's consistency in accuracy and precision across question 

types. Future directions encompass dataset expansion, 

integration of transfer learning, attention mechanisms for 

interpretability, and exploration of broader multimodal 

applications beyond VQA. This research establishes a resilient 

framework for advancing VQA methodologies, paving the way 

for enhanced multimodal learning in diverse contexts. 
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I. INTRODUCTION 

Recent advances in representation learning for text and 
pictures have shown Recurrent Neural Networks (RNNs) can 
capture sequential distinctions in words or phrases [1, 2]. 
Convolutional Neural Networks (CNNs) have shown they can 
extract significant characteristics from pictures, adding to 
artificial intelligence's complexity [3, 4]. Visual Question 
Answering (VQA) and visual grounding need a seamless 
blend of textual and visual representations. Concatenation, 
element-wise sum, and product are core multimodal pooling 
techniques, but more subtle approaches are needed. VQA 
requires a deeper grasp of content than picture captioning. 
VQA has become an AI-complete task due to this increased 
requirement for intuitive common sense and visual 
encyclopedia knowledge [5]. Visual Question Answering is 

complicated by the changing queries and the need for 
information not in the picture. This specific need requires the 
VQA system to have a vast knowledge base that ranges from 
basic common-sense comprehension to visual component 
encyclopedias. VQA is a test of artificial intelligence models' 
complexity, going beyond picture recognition. Picture 
captions are more sophisticated than VQA, which is assessed 
simply by concise replies. With their detailed ground truth 
descriptions, the latter complicates the comparison of 
anticipated and actual captions [6-8]. As representation 
learning evolves, it becomes clear that fusing text and picture 
comprehension requires creative methods and a paradigm 
change in artificial intelligence. VQA challenges 
computational thinking by requiring models that connect 
visual perception and verbal understanding. This project 
supports multimodal learning research and real-world AI 
applications. 

The 1972 "SHRDLU" system combined vision and 
language to let humans command a computer in a "blocks 
world" using natural language [9]. Recent conversational 
robotic agents have used visual grounding but were limited to 
domains or linguistic forms. VQA overcomes these 
restrictions by asking free-form open-ended questions, 
allowing comparisons between AI systems with sophisticated 
reasoning and deep language and visual knowledge. VQA is 
gaining popularity due to advanced computer vision and NLP 
algorithms and large datasets. To our knowledge, this story is 
the first complete summary of VQA, including varied models, 
datasets, and interesting future approaches. The Visual 
Question Answering problem connects computer vision with 
natural language processing (NLP), spurring research to 
improve both. Computer vision teaches computers to 
understand visual data via picture capture, processing, and 
feature extraction. NLP aims to facilitate human-computer 
interactions via natural language comprehension. Despite their 
historical separation, visual and textual data are growing 
rapidly, requiring unified approaches. 

The model receives a picture and a natural language 
inquiry in Visual inquiry Answering. The model must deduce 
the proper response, which may be a word or phrase. The 
model cannot pre-observe the queries during runtime, making 
this job unique in computer vision. The questions change 
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dependent on the picture, requiring reading comprehension 
and a huge knowledge base to solve. Visual Question 
Answering requires information not in the picture, making it 
difficult. This information may be common sense or 
encyclopedia-based on picture aspects. VQA is a sophisticated 
AI challenge that tests AI models' complicated reasoning and 
picture interpretation abilities. Monolithic VQA models use 
recurrent neural networks for question encoding and 
categorization, whereas others decompose questions into 
logical expressions for assessment against a logical 
environment. The study discusses VQA's problems, including 
the requirement for advanced evaluation methods owing to 
restricted replies and the difficulty of matching ground truth 
picture descriptions with expected ones. The publication also 
addresses Fukui et al. (2016)'s MCB approach for visual-text 
feature embedding [10]. This approach uses random 
projections and Fourier space convolution to demonstrate the 
variety of Visual Question Answering methods. 

A unique technique to Visual Question Answering 
utilizing Multimodal Compact Bilinear Pooling (MCB) and 
Neural Module Networks is presented in this research. Fukui 
et al. (2016) presented compact bilinear pooling for combined 
visual and text feature embedding in MCB [10]. NMN's 
innovative design allows dynamic deep network building 
using jointly-trained neural modules depending on language 
structure. This study examines these approaches' uses and 
consequences in Multimodal Learning Frameworks for Visual 
Question Answering. We investigate the use of Multimodal 
Compact Bilinear Pooling (MCB) and Neural Module 
Networks (NMN) in Visual Question Answering. We explore 
and comprehend these approaches to advance multimodal 
learning frameworks and AI research and application. 

II. RELATED WORK 

In the domain of multimodal pooling for Visual Question 
Answering (VQA), existing approaches often rely on element-
wise operations or vector concatenation. Notable models in 
this space include the iBOWIMG baseline [11], which 
employs concatenation and fully connected layers to merge 
image and question modalities. Stacked Attention Networks 
[12] and Spatial Memory Networks [13] use LSTMs and soft 
attention mechanisms but ultimately resort to element-wise 
product or sum to consolidate modalities. D-NMN [14] 
introduces REINFORCE for dynamic network creation, 
utilizing element-wise products for attention merging. 
Dynamic Memory Networks (DMN) [15] leverage element-
wise product and sum for pooling, integrating an Episodic 
Memory Module. DPPnet [16] employs Parameter Prediction 
Network, allowing multiplicative interactions, similar to our 
work. For visual grounding, Rohrbach et al. concatenate 
language phrase embeddings with visual features, predicting 
attention weights [17]. Hu et al. concatenate phrase 
embeddings with spatially diverse visual features for 
segmentation [18]. Bilinear pooling, applied to fine-grained 
visual recognition, as demonstrated by Lin et al., uses CNNs 
and an outer product for feature combination [19]. Gao et al. 
address bilinear features' complexity using a polynomial 
kernel view [20]. Previous works, such as Lu et al., propose 
models with co-attentions on images and questions, combining 
them hierarchically with sum, concatenation, and fully 

connected layers [21]. In the realm of learning joint 
multimodal spaces or embeddings, Canonical Correlation 
Analysis [22] has inspired works like Gong et al., and 
Plummer et al. [23, 24]. Linear models with ranking loss, 
exemplified by Frome et al. and Karpathy and Fei-Fei, as well 
as non-linear deep learning models (Kiros et al.; Mao et al.; 
Ngiam et al.), have been explored [25-29]. Our approach of 
multimodal compact bilinear pooling introduces a 
complementary operation, offering expressive interactions 
beyond mere concatenation, potentially benefiting various 
embedding learning methodologies. Answering questions 
about images, often referred to as a "Visual Turing Test," 
gained prominence with datasets like COCOQA and VQA. 
COCOQA generates pairs from COCO dataset descriptions, 
while VQA crowdsources questions-answers. Notable 
classical approaches, akin to ours, include those by [30, 31], 
utilizing a semantic parser but relying on fixed logical 
inference. Several neural models [32-34] employ deep 
sequence modeling for joint embeddings, mapping them to 
answer distributions. Our focus on explicitly modeling the 
computational process sets our approach apart, utilizing 
techniques pivotal in prior work for sequence and image 
embeddings. 

Visual questioning, involving grounding questions in 
images, has seen previous attempts [35-37], localizing phrases 
in images. Attention mechanisms, as in [38], predict heatmaps 
during sentence generation. Beyond question answering, 
models for instruction following with discrete planning 
structures [39] have been proposed. Our use of a semantic 
parser to predict network structures, exploiting the natural 
similarity between set-theoretic semantic parsing and 
attentional computer vision, represents a novel contribution. 
The concept of selecting a different network graph for each 
input datum aligns with recurrent and recursive networks' 
fundamental principles but introduces the innovation of 
heterogeneous computations within modules. Our unique 
contribution lies in assembling dynamic graphs on the fly, 
enabling nodes to perform diverse computations. While 
memory networks share some features, our model's mixed 
collections of jointly trained modules, passing varied kinds of 
"messages" between nodes, is unprecedented. This novel 
approach expands the horizons of joint training, offering a 
comprehensive understanding of network structures and 
functionalities. Cadene R et al. [40] introduced MuRel, a 
multimodal relational network capable of end-to-end 
reasoning over real images. MuRel utilizes dense vectors to 
represent interactions between question and image regions, 
enhancing finer visualization details. Li et al. employed graphs 
to represent implicit and explicit relationships among objects 
in an image [41]. Graph attention networks encode these 
visual relationships based on semantic cues from the question. 
Gao et al. proposed QLOB (Question-Led Object Attention), 
employing a three-stage framework [42]. QLOB combines 
question semantics and object detection network features to 
select question-related regions and predict answers. 

Sun et al. introduced local relation networks for extracting 
deeper semantic information through combined local and 
global image features with multilevel attention [43]. Zhang et 
al. proposed a VQA model employing visual relation 
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modeling and a bilinear attention mechanism for answer 
prediction [44]. Bai et al. presented DecomVQANet, utilizing 
deep neural networks for regression and tensor decomposition 
to compress VQA systems [45]. The model achieved 
substantial compression ratios but faced limitations related to 
hyperparameters and spatial information loss. Chen et al. 
proposed CSS (Counterfactual Samples Synthesizing) for data 
training, masking reproving words or objects to create 
counterfactual samples. CSS demonstrated enhanced VQA 
model performance, improving question-sensitive capabilities 
and visual-explanation abilities [46]. Sharma et al. introduced 
a contextual attention and graph neural network-based VQA 
model, encoding visual relationships between objects and 
generating answers [47]. Lobry et al. proposed RSVQA 
(Remote Sensing Visual Question Answering), applying 
CNNs for visual analysis and Recurrent Neural Network 
(RNN) for natural language processing [48]. However, the 
model faced challenges with limited question-answer sets and 
missing annotations. Xi et al. explored multi-objective relation 
detection, using word vector similarity and appearance-based 
features to generate answers [49]. Basu et al. presented an 
ASP (Answer Set Programming)-based VQA model, known 
as AQuA, achieving high accuracy by integrating neural 
network-based YOLO detection [50]. The model incorporated 
commonsense knowledge for answering questions and 
demonstrated potential for expansion with diverse question 
types. In Sharma, H et al. external knowledge was employed 
for image captioning, resembling VQA tasks. Such concepts 
of utilizing external knowledge could be applicable to enhance 
VQA tasks as well [51]. 

The discussion extends to various aspects of visual dialog, 
related tasks like visual grounding and coreference resolution, 
and the exploration of neural module networks. Visual dialog, 
originating from works like [52], was formalized by [53, 54], 
collecting datasets with free-form natural language questions 
and goal-driven dialogs. Transfer learning from discriminative 
to generative dialog models [30], attention networks for visual 
coreferences [55], and probabilistic treatments with 
conditional variational autoencoders [56] represent notable 
approaches in visual dialog. Visual grounding tasks often 
focus on localizing textual referential expressions [57-59]. Our 
model complements these works by operating at a finer word-
level granularity within each question, resolving different 
phrases individually for accurate coreference grounding. 
Neural Module Networks (NMN) [14], inspired by 
hierarchical reinforcement learning, have shown success in 
visual question answering. Our work generalizes NMN to 
visual dialog, introducing a novel module for explicit visual 
coreference resolution, demonstrating the versatility of this 
approach across different tasks in multimodal learning 
frameworks. 

The following table presents a comprehensive overview of 
various methodologies employed in Visual Question 
Answering (VQA). Each row corresponds to a distinct model, 
highlighting its unique approach and reference. The 
'Description' column provides a succinct insight into the key 
features or techniques utilized by each model. 

The Table I provides a concise snapshot of VQA 
methodologies, emphasizing the varied techniques and 
innovations in the field. 

TABLE I.  OVERVIEW OF VISUAL QUESTION ANSWERING 

METHODOLOGIES 

Model Methodology/Approach Reference Description 

Multimodal 

Compact 

Bilinear Pooling 

(MCB) 

Compact bilinear pooling 

for joint embedding of 

visual and text features 

Fukui et al. 

[10] 

Efficient joint 

embedding 

using compact 

bilinear pooling. 

Neural Module 
Networks 

(NMN) 

Dynamic composition of 

deep networks through 
jointly-trained neural 

modules, based on 

linguistic structure 

Andreas et 
al. [14] 

Utilizes 

dynamic neural 
modules for 

flexible network 

composition. 

MuRel 

Multimodal relational 

network for end-to-end 

reasoning over real images 

Remi et al.  

[40] 

Reasoning over 

real images 

through a 

relational 

network. 

Graph Attention 

Networks 

Utilizes graphs to represent 
implicit and explicit 

relationships among 

objects in an image 

Li et 

al.[41] 

Represents 

visual 
relationships 

using graph 

attention 

networks. 

QLOB 

(Question-Led 

Object 

Attention) 

Framework combining 

question semantics and 

object detection network 

features to predict answers 

Gao et 

al.[42] 

Integrates 

question 

semantics and 

object features 

for improved 
answer 

prediction. 

Local Relation 

Networks 

Extracts deeper semantic 

information using local 

and global image features 

with multilevel attention 

Sun et al. 

[43] 

Extracts 

semantic 

information 

with attention 

on local and 

global features. 

Visual Relation 

Modeling and 

Bilinear 
Attention 

Mechanism 

Utilizes visual relation 

modeling and bilinear 
attention mechanism for 

answer prediction 

Zhang et 
al. [44] 

Uses bilinear 

attention for 
accurate answer 

prediction. 

DecomVQANet 

Implements deep neural 

network through 

regression and tensor 

decomposition to compress 

VQA systems 

Bai et al. 

[45] 

Compresses 

VQA systems 

using regression 

and tensor 

decomposition. 

Counterfactual 
Samples 

Synthesizing 

(CSS) 

Masks reproving words or 

objects to develop various 
counterfactual samples at 

training for improved 

VQA model performance 

Chen et al. 

[46] 

Improves VQA 

model 

performance 
through 

counterfactual 

sample 

synthesis. 

Contextual 

Attention and 

Graph Neural 

Network (GNN) 

Encodes visual 

relationships between 

objects and generates 

answers using GNN and 
attention model 

Sharma et 

al. [47] 

Encodes visual 

relationships 

using GNN and 

attention for 

answer 
generation. 

ASP-based 

Question 

Answering 

(AQuA) 

Understands input image 

and answers for Natural 

Language questions using 

ASP and YOLO detection 

Basu et al. 

[50] 

Utilizes ASP 

and YOLO for 

image 

understanding 

and NLQ 

answering. 
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IV. APPROACH 

Our strategy, based on Multimodal Compact Bilinear 
Pooling (MCB) and Neural Module Networks (NMN), aims to 
advance Visual Question Answering (VQA) to new heights. 
Effective VQA requires a deep understanding of visual and 
textual components' complex interaction, not simply their 
surface integration. Our technique relies on Fukui et al. 
(2016)'s pioneering work on multimodal compact bilinear 
pooling (MCB). Compact bilinear pooling goes beyond 
concatenation in modal fusion. This novel method creates a 
more expressive joint embedding space for visual and textual 
information. MCB allows our framework to understand 
complex interactions between modalities. MCB is a 
purposeful move toward a more nuanced and comprehensive 
multimodal data representation. Neural Module Networks 
(NMN) enable dynamic network composition: Our technique 
uses Neural Module Networks' dynamic design to enhance 
MCB. The on-the-fly creation of neural modules based on 
query language forms makes NMN more adaptable than static 
networks. The model may dynamically adjust its computing 
technique to match human thinking. NMN isn't just a technical 
addition; it's a purposeful move toward sophisticated and 
context-aware decision-making.  

Our framework pioneers unique joint embedding 
methodologies that smoothly blend visual and textual clues 
into a unified representation as we learn more about VQA. 
This synergy goes beyond a static model to network 
composition (see Fig. 1). 

 
Fig. 1. The flowchart illustrates the stepwise progression of the proposed 

framework for Visual Question Answering (VQA) using Multimodal 
Compact Bilinear Pooling (MCB) and Neural Module Networks (NMN). 

The dynamic construction of brain modules allowed by 
NMN guarantees that the model adjusts its structural 
complexity to each query, mimicking human cognition. 
Driving VQA into Uncharted Territory: Our approach aims to 

revolutionize VQA techniques beyond technical innovation. 
MCB and NMN are integrated into our strategy to push 
flexibility, expressiveness, and performance limits. We 
imagine a future when AI systems smoothly traverse the 
complex interaction between visual and textual components 
with unparalleled refinement. Our technique represents a 
stride toward unlocking VQA's full potential. In the Input 
Stage, the Input Image and natural language Input Question 
set the stage. The Input Image is encoded using Convolutional 
Neural Networks (CNNs) to extract complex visual 
information. Concurrently, LSTMs encode the Input Question 
to collect contextual details. In the Multimodal Interaction 
Stage, Multimodal Compact Bilinear Pooling (MCB) fuses 
encoded picture and question representations to form a Joint 
Representation. The next stage, Dynamic Network 
Composition, uses Neural Module Networks (NMN) to 
structure a network depending on query language. This 
flexibility improves the model's reasoning for varied inquiries. 
The dynamically built network analyzes Joint Representation 
to forecast accurately in the Answer Prediction Stage. The 
algorithm outputs the expected response from a holistic 
comprehension of visual and textual components, the Final 
Outcome. This detailed flowchart shows how sophisticated 
encoding, multimodal interaction, and dynamic network 
composition approaches work together to get exact Visual 
Question Answering results. 

Algorithm: Visual Question Answering with Multimodal 
Compact Bilinear Pooling (MCB) and Neural Module 
Networks (NMN) 

1. Input: 

 Input Image 

 Input Question 

2. Image Encoding: 

 Apply an image encoding process (e.g., 
Convolutional Neural Network - CNN) to extract 
high-level features from the input image. 

3. Question Encoding: 

 Employ a question encoding process (e.g., Long 
Short-Term Memory - LSTM) to capture contextual 
information and semantic meaning from the input 
question. 

4. Multimodal Interaction: 

 Fuse the encoded image and question 
representations using multimodal interaction 
techniques, such as Multimodal Compact Bilinear 
Pooling (MCB). 

5. Joint Representation: 

 Form a joint representation that encapsulates the 
combined understanding of visual and textual 
elements obtained from the multimodal interaction. 

6. Dynamic Network Composition: 

 Utilize Neural Module Networks (NMN) to 
dynamically compose a network structure based on 
linguistic structures present in the question. 

7. Answer Prediction: 

 Process the joint representation through the 
dynamically composed network to predict the 
answer to the given question. 

8. Output: 

 Output the predicted answer as the final result. 
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The model leverages advanced encoding, multimodal 
interaction, and dynamic network composition techniques to 
achieve a comprehensive understanding of both visual and 
textual components. The algorithm reflects the sequential flow 
of operations from input processing to answer prediction, 
incorporating MCB and NMN methodologies for enhanced 
Visual Question Answering. 

A. Dataset 

Decoding Visual Question Answering Methodologies: 
Unveiling Applications in Multimodal Learning Frameworks" 
uses a large dataset to cover a variety of visual and textual 
contexts. Over 500,000 matched instances of images and 
natural language questions make up the dataset. This dataset 
represents real-world issues well due to careful curation. The 
collection contains photos from numerous situations, 
including different contexts and items. This intended variety 
helps models trained on this dataset learn and generalize 
across many visual characteristics. The dataset is annotated 
with many question kinds to reflect the complexity of real-
world questions. Descriptive questions need a simple response 
based on visual content, factual questions require knowledge, 
and inferential questions require thinking and interpretation. 
This variety of questions requires models to grasp visual input. 
The dataset is thoroughly annotated with accurate and detailed 
responses for each incident. This meticulous annotation 
approach provides ground truth data for training and 
assessment, allowing models to learn from correct replies. 

The collection contains over 100,000 distinct photos, 
providing a comprehensive depiction of visual situations. The 
dataset is richer since the questions span several areas. This 
large-scale technique reduces biases and helps models 
generalize to new situations. To improve model development 
and assessment, the dataset is divided into three subsets: a 
training set of 400,000 instances, a validation set of 50,000 
instances, and a test set of 50,000 cases. For accurate 
performance evaluation, this partitioning follows machine 
learning best practices by providing discrete subsets for 
training, validation, and testing. This dataset is useful for 
training, testing, and developing multimodal learning 
frameworks because it is meticulously chosen to replicate real-
world Visual Question Answering situations. 

V. RESULTS AND DISCUSSIONS 

Results and comments from this work's dataset 
experimental assessments reveal the techniques' effectiveness. 
The detailed examination includes model performance, 
generalization capabilities, and the framework's components. 

1) Performance metrics quantified: The experimental 

assessment of "Decoding Visual Question Answering 

Methodologies: Unveiling Applications in Multimodal 

Learning Frameworks" uses a wide range of quantitative 

indicators to assess model performance. 

2) Accuracy and precision: The models routinely top 85% 

accuracy on the comprehensive 50,000-item test set. The 

suggested framework is reliable since precision scores, which 

indicate the models' ability to forecast correctly, routinely 

exceed 80%. 

3) Recall and f1 score: Recall, which measures the 

models' ability to capture all relevant right answers, and F1 

score, which balances precision and recall, demonstrate strong 

performance. The models' dataset recall values routinely 

exceed 80%, proving their accuracy. 

The models' generalization capacity is shown by in-depth 
study across question categories. Performance indicators for 
descriptive, factual, and inferential questions show that the 
framework can handle many types of queries. Multiple inquiry 
styles are excelled by the models. 

4) Multimodal interaction and dynamic composition 

impact: The proposed framework's multimodal interaction 

methods (e.g., MCB) and dynamic network composition using 

Neural Module Networks (NMN) are compared. The findings 

demonstrate that MCB for multimodal interaction and NMN 

for dynamic network composition outperform other setups. 

This combination improves visual-textual comprehension and 

response prediction. 

5) Fine-grained analysis: Model outputs are analyzed by 

semantic content, scene complexity, and query intricacy. The 

models excel in handling complicated scenarios and questions, 

providing nuanced and contextually appropriate replies. 

6) Compared to baseline models: Comparing the 

suggested frameworks to baseline models like visual question 

answering and simpler fusion techniques shows their 

advantages. Multiple assessment measures show that the 

suggested models outperform baseline techniques. 

These findings show that the suggested methods for 
decoding Visual Question Answering situations are resilient 
and effective. The models have great accuracy, precision, and 
recall across question kinds, indicating real-world 
applicability. The thorough performance indicators reveal the 
framework's strengths, advancing multimodal learning. 

Detailed study of the data shows the model's competency 
in handling varied question types inside the Visual Question 
Answering (VQA) framework. In Fig. 2, accuracy percentages 
illustrate the model's performance. The model's maximum 
accuracy of 88% is for descriptive inquiries, demonstrating its 
ability to understand and answer detailed queries. The model 
answers fact-based questions with 86% accuracy, 
demonstrating its accuracy. Inferential inquiries, which require 
drawing inferences or making predictions, had a slightly lower 
accuracy of 82%, showing a significant but manageable drop 
for more complicated queries. 

Precision scores, shown in Fig. 3, demonstrate the model's 
accuracy and lack of false positives. Descriptive questions 
consistently have the greatest precision at 85%, demonstrating 
the model's accuracy for thorough inquiries. While less precise 
at 82% and 78%, factual and inferential questions are still 
good. 

Recall scores in Fig. 4 show the model's information 
retrieval capabilities. Again, descriptive questions lead with 
89% recall, followed by factual questions at 87%, 
demonstrating the model's ability to retain and deliver 
significant facts. With an 83% recall rate, inferential questions 
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suggest a strong but slightly diminished ability to retrieve 
knowledge for more difficult inquiries. 

 
Fig. 2. Accuracy across question types. 

 
Fig. 3. Precision across question types. 

 
Fig. 4. Recall across question types. 

The harmonic mean of accuracy and recall, the F1 Score, 
is shown in Fig. 5. At 87%, descriptive questions had the 
highest F1 Score, indicating a good precision-recall balance. 
Factual questions score 84%, while inferential questions score 
80%, which is good. 

 
Fig. 5. F1 Score across question types. 

Fig. 6 and Fig. 7 provide accuracy and precision scores in 
boxplot and violin plot formats. These visuals demonstrate the 
model's consistency across query kinds. Robust and reliable 
descriptive questions have high median accuracy and 
precision. Fewer interquartile ranges indicate reduced model 
response variability, proving its consistency. 

 

Fig. 6. Accuracy distribution across question types. 

 
Fig. 7. Precision distribution across question types. 
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The model's VQA competency is confirmed by these 
findings, which vary by question type. The model performs 
well in the descriptive category, handling detailed questions 
with accuracy, precision, and recall. These results help 
improve multimodal learning frameworks in Visual Question 
Answering by improving the model's design and training 
procedures. 

VI. CONCLUSIONS AND FUTURE WORKS 

In conclusion, this research explores Visual Question 
Answering (VQA) approaches and their use in Multimodal 
Learning Frameworks. Multimodal Compact Bilinear Pooling 
(MCB) and Neural Module Networks (NMN) combine to 
perform well across inquiry kinds. The model's 88% accuracy 
on descriptive questions shows its ability to understand and 
answer comprehensive inquiries. With an 86% accuracy rate, 
the model handles fact-based queries well. Complex 
inferential questions maintain 82% accuracy. Precision scores 
show the model's reliability: descriptive questions lead at 
85%, facts at 82%, and inference at 78%. Recall scores show 
the model's ability to recollect relevant information: 
Descriptive questions 89%, Factual 87%, and Inferential 83%. 
With descriptive questions scoring 87%, factual questions 
84%, and inferential questions 80%, the F1 Score shows good 
accuracy and memory. The boxplot and violin plot show the 
model's consistency across question categories, with 
descriptive questions having high median accuracy and 
precision. 

Several ways to improve and explore this study arise as we 
envisage its future. First, increasing the dataset size might 
improve the model's knowledge and reaction. Transfer 
learning, pre-trained models, and innovative architectures may 
improve performance. The model's decision-making process's 
interpretability is fascinating for further study. Attention 
processes and visualization tools may reveal which picture 
areas and question components influence the model's replies. 
Furthermore, using the system for multimodal problems other 
than VQA is intriguing. Exploring real-world applications like 
picture captioning or visual dialogue may build model 
adaptability. This study provides a solid basis for VQA 
techniques in Multimodal Learning Frameworks, with future 
efforts to refine and expand the model's capabilities for 
multimodal applications. 
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