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Abstract—Arabic is a complex language for text analysis
because of its orthographic features, rich synonyms, and semantic
style. Thus, Arabic text must be prepared more carefully in
the preprocessing stage for the analyzer to improve the quality
of the results. Moreover, many preprocessing steps have been
proposed to improve the text analyzer quality by reducing high
dimensionality, selecting the proper features to describe the text,
and enhancing the process speed. This paper deeply investigates
and summarizes the use of Arabic preprocessing techniques
in Arabic text in general and focuses in-depth on clustering.
Moreover, it focuses on seven preprocesses that are now used
to prepare Arabic and provides the available tools for each
of them; the seven preprocess are tokenization, normalization,
stopword removal, stemming, vectorization, lemmatization, and
feature selection. In addition, this paper investigates any work
that uses synonyms and semantic techniques for preprocessing to
prepare the text or reduce the dimensionality of the clustering
algorithm. Therefore, this survey investigated nine techniques for
Arabic text preprocessing to identify the challenges in this area.
Finally, this study aims to serve as a reference for researchers
interested in this area, and ends with potential future research
directions.
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I. INTRODUCTION

Arabic is the fourth most spoken language by native
speakers, and the fifth most widely used language [1], [2],
[3]. Arabic differs from other languages in that it is written
and read from right to left with specific grammar, spelling,
vocabulary, punctuation marks, and no case-sensitive letters.
Moreover, sentences consist of verbs, subjects, and objects [4].
Arabic spoken by Arabs is known as classical Arabic (CA).
Over time, CA progressed and developed into modern standard
Arabic (MSA). Both versions have the same morphology and
syntax but disagree grammatically and stylistically. Arabic
dialects developed over time, adding to the diversity of Arabic.
Dialects are informal versions of the language spoken by
friends and family. Moreover, the dialects differ among Arabic
countries [4], [3].

Arabic has recently attracted the attention of researchers,
using various technologies and techniques. Over the past
decade, Arabic and its dialects have gained attention in natural
language processing (NLP) research [5], [6] , which has
helped the preprocessing stage in dealing with text in different
applications that benefit diverse areas, especially text analysis,
such as text classification, clustering, and sentiment analysis
[7]. Text clustering is an unsupervised learning technique
that discovers and groups text or documents into clusters.
Document clustering groups similar documents without prior
knowledge of their labels. Thus, every cluster formed contains

similar texts or documents. Clustering techniques identify and
group texts or documents into clusters. Clustering is significant
in many applications such as document retrieval, summariza-
tion, recommendation, marketing, customer analysis, document
clustering, output detection, agriculture, pharmacy, and image
processing [1], [8].

Many studies have used text preprocessing techniques to
handle the high dimensionality of data before clustering to
obtain good text clustering results [9]. Text preprocessing
techniques are typically used to dramatically decrease the doc-
ument size, facilitate feature selection, and enhance processing
speeds. Arabic text pre-processing does not involve straight-
forward steps. Arabic text requires a morphological analysis
that adds more challenges but is required for many reasons.
The first is common orthographic variations, in which words
are derived from a trilateral or quadrilateral origin system.
The original system often obscures Arabic terms. Another
reason for this is that Arabic synonyms within a language are
extensive [1], [10], [6]. Moreover, preprocessing algorithms
and techniques are limited and require further research [11].

Several Arabic preprocessing techniques, similar to other
languages, have been proposed. However, some are specific
and related to Arabic NLP techniques, such as tokenization,
stemming, normalization, stopword removal, and lemmatiza-
tion. Most Arabic preprocessing surveys focus on the clas-
sification, categorization, or specific types of Arabic fields.
Only one study [12] focused on clustering to demonstrate the
significant impact of term turning with stemming preprocess
when vectorizing text based on TF-IDF. The authors exam-
ined and compared different text-preprocessing techniques for
clustering Arabic documents. It investigated the effectiveness
of techniques such as term pruning, term weighting using
TF-IDF, and morphological analysis methods, including root-
based stemming, light stemming, and raw text normalization.
Furthermore, this study evaluates the impact of clustering
algorithms, including the widely used partitional algorithm.

In contrast, [5] comprehensively classified works on three
Arabic varieties: MSA, CA, and Dialect, focusing on Arabic
and Arabizi types. The authors endeavored to associate each
work with publicly available resources, wherever possible, to
facilitate further research and development in this field. In
another study [13], the authors discussed the challenges posed
by Arabic in the field of NLP and provided a brief history
of Arabic NLP. The tools and resources available for Arabic
NLP can be broadly classified into enabling technologies that
are not user-facing, and advanced user-targeting applications.

In addition, [10] proposed the extraction of information
from Arabic social media text by addressing data collec-
tion, cleaning, enrichment, and availability challenges. The
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objective is to enhance information quality and reliability,
contributing to a more effective and accurate analysis of Arabic
social media content. Finally, according to [14], preprocessing
is required to improve the accuracy and efficiency of Ara-
bic information. Therefore, the author analyzed the existing
techniques and identified the limitations and challenges of
both types. They emphasized the importance of stemming and
the need for further research to improve Arabic information
retrieval.

This work explores and summarizes the application of
Arabic preprocessing methods for clustering. Only one survey
paper in the literature examines preprocessing methods for
clustering Arabic text; other survey papers address different
tasks or focus on one or two steps of the preprocessing process.
This paper focus on tokenization, Arabic normalization, stop
word removal, stemming, and lemmatization. It also discusses
feature selection and vectorization as preparation steps for
dimensionality reduction. In addition, it investigates Arabic
synonyms and semantic solutions to determine whether any
researcher used them as a preprocessing step to reduce the
dimensionality of the clustered data.

In addition, this survey can also serve as a resource for
scholars who are generally interested in Arabic preprocessing
in general by answering the following questions: which pre-
processing steps are used for clustering in particular, and to the
Arabic language in general? Which tools are available for each
preprocessing step’s algorithms and techniques? Furthermore,
can preprocessing be utilized to minimize dimensions and does
it address the richness of synonyms in Arabic? And last, is one
of the main features of Arabic that preprocessing addresses
semantics?

To the best of our knowledge, this survey is one of
the few that thoroughly examines clustering-focused Arabic
preprocessing methods. The several preprocessing phases are
covered in this paper, which also explores the field by offering
resources for each Arabic language preprocessing step. While
it primarily focuses on text clustering, it will also produce
scientific information about Arabic preprocessing that can
serve as a foundation for other domains.

The remainder of this paper is organized as follows. Section
II presents the methodology used for this survey. Section III
presents the Arabic preprocessing techniques. Recent studies
on clustering preprocessing techniques are discussed in Section
IV. Finally, the discussion and conclusions are presented in
Sections V and VI, respectively.

II. METHODOLOGY

This survey was based on the PRISMA framework, a stan-
dard research strategy that searches online databases. PRISMA
framework is used to systematically and carefully select high-
quality and dependable references. The framework is shown
in Fig. 1 and consists of four phases: identification of the
research and search process, paper selection process, quality
assessment, and extraction and synthesis phases.

In the first phase, the research process focuses on identify-
ing and searching for high-quality resources that may be ben-
eficial. This survey conducted an efficient search of libraries
and journal databases, including IEEE Xplore, Springer, and

ScienceDirect, to find high-quality resources. Books, survey
papers, and articles that contained important information for
the survey were found via Google Scholar. Also, this survey
looked up pertinent articles and references using a variety
of keywords. Following their collection, the documents were
sorted according to a set of criteria in order to identify the
most pertinent and appropriate ones.

The following criteria were used to choose and assess
the research publications in the paper selection process and
quality assessment phases. Initially, between 2017 and 2024,
possibly pertinent papers on Arabic preprocessing had to be
presented at prestigious conferences or in scholarly journals.
Additionally, the study needed to be relevant to the scope of
this survey’s Arabic preprocessing processes, with an emphasis
on or discussion of the preprocessing tool that yields excellent
results for Arabic language preparation. The titles and abstracts
of the gathered papers were checked to make sure they fit the
survey’s scope. Lastly, the remaining studies were carefully
reviewed. Only the most appropriate and high-quality papers
valuable to this survey were used as references in the extraction
and synthesis phase, resulting in 60 research papers.

III. ARABIC PREPROCESSING TECHNIQUES

This paper outlines the main Arabic preprocessing tech-
niques shown in Fig. 2. The order of steps may vary depending
on the model and research goals. The following subsection
discusses these techniques and suggests helpful resources for
each step.

A. Tokenization

Tokenization is an essential preprocessing step for any
language because it is the first step that splits the long text
into a small part called a “token,” making it easy to use in
text analysis algorithms [15], [16]. These words were then
separated into numerous delimiters, including white spaces,
tabs, and punctuation marks [15]. Although there are multiple
tokenization algorithms, there is only one possible way to
split a dataset into words. Moreover, a sub-word tokenizer
allows splitting a dataset into units called “sub-words” [16],
[12]. Therefore, depending on the depth of linguistic analysis,
different Arabic tokenizer levels can be developed.

Because tokenization is essential, many research publi-
cations have discussed and used this technique. Similar to
the authors in [15], the three tokenizers included stochastic,
disjoint-letter, and morphological. The authors also discussed
three other tokenizers: characters, words, and sentences. After
evaluating these six tokenizers through applied unsupervised
and supervised approaches, the authors provided the benefits
and drawbacks of each Arabic tokenizer technique based on
studying the effects of various tokenizers in Arabic for diverse
Arabic classification techniques. Moreover, they created a
tokenizer framework as an open-source library 1.

In addition, [10], [17] studied many Arabic preprocessing
techniques on social media, including tokenization. The au-
thors of [10] provided a combined solution for Arabic social
media text preprocessing challenges at different stages: data
collection, cleaning, enrichment, and availability. The proposed

1https://github.com/ARBML/tkseem
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Fig. 1. The PRISMA flow diagram.

Fig. 2. Main Arabic preprocessing techniques discussed in this survey for clustering.
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approach applies several NLP tools, including tokenization,
stemming, and morphological analyses. The authors in [17]
also investigated the impact of the 26 preprocesses applied to
Arabic tweets by training a classifier to identify health-related
tweets, studying the tokenization that divides the text into
specific units with other preprocessing steps, where the text
is divided into units in the tokenization process, and typically,
those units are words.

Moreover, [12] and [18] studied Arabic document prepro-
cessing. The authors of [12] examined and compared text
preprocessing techniques in Arabic document clustering to
study their effectiveness. However, they first prepared Arabic
document text by tokenizing it based on words and removing
stop words. In addition, [18]investigated the impact of stem-
ming methods, an essential preprocessing step in classification.
The main preprocessing steps used by the authors of [18] for
Arabic include tokenization, normalization, stopword removal,
feature extraction, and stemming. White space was used to
tokenize the Arabic dataset.

Finally, tokenization is an essential Arabic preprocessing
step because it splits long texts into small parts that are easy
to use with any text analysis algorithm. However, tokenization
in Arabic is not a straightforward step, according to [10].
This is complicated because of the structural sophistication
of the Arabic language. Nevertheless, many tools are avail-
able for solving tokenization problems in Arabic, such as
NLTK (Python) and PyArabic (Python). Finally, all reviewed
resources tokenized the Arabic dataset-based words.

B. Stopword Removal

Stopword removal is essential for preprocessing all lan-
guages because it removes unimportant words and reduces
the dimensionality of the texts used in the text analyzer.
Stopwords include prepositions, pronouns, and articles that
appear frequently and do not help distinguish documents [19].
Thus, the stopword benefits only from a syntactic procedure
and does not distinguish the subject matter [20]. Furthermore,
it is essential to filter out noise from vital text that is extraneous
and irrelevant to the tasks [21]. Therefore, stop words are
typically released with the support of a predefined list that
includes common stop words.

Moreover, the most general strategy for stopword removal
is based on frequency calculation and the removal of the most
frequent words in all documents, which is known as dataset
dependency [11], [20]. Another method to remove stop words
is to use artificial patterns and perform entropy calculations.
However, some general stop word lists can be used and are
available online in many languages, including Arabic [20].

Stopword removal is applied to all languages as an essential
step towards reducing the number of unimportant words. Many
publications have discussed and provided solutions to this step
in Arabic. For instance, [22] built a list containing 11,403
Arabic stop words for stop word removal. In contrast, the
authors in [23] created an Arabic stopword list available online,
consisting of three lists: a general list (1,377 stopwords),
a corpus list that manually checked for the most repeated
words appearing over 25,000 times (235 stopwords), and a
combined list from the previous two. However, the authors of

[18] removed stopwords based on the prepared list, and used
the same stopword list as [23].

In contrast, the authors of [21] proposed a solution to
the Arabic stopword construction problem by providing a
comprehensive list called the Arabic stopword list (ASL) with
a stopword analyzer. The analyzer connected the ASL list with
machine learning to discover the most probable stop words,
divided into three classes: native particles, special nouns, and
special verbs for 3,931 stop words. The authors then derived a
complex stop word list containing 67,153 words by adding all
possible clitics to the simple stop word list. Finally, the authors
tested the proposed list against the available list through
a quantitative evaluation, revealing that the ASL exceeded
other lists in terms of coverage. Compared with the proposed
solution, the main stopword lists are Khoja [24], El-Khair
[23], and the stopword project 2 and the Ranks NL3. Table I
summarizes these stopword lists.

TABLE I. SUMMARY OF AVAILABLE STOPWORD LISTS

Stopword
list name

Description Limitation

Khoja It contains 168 stopwords and was de-
veloped using statistical and rule-based
techniques.

The list contains not
all criticized forms
of every stopword
and corpus depen-
dent.

El-Khair It created three stopword lists:
The first is a general stopwords list
based on the Arabic language syntactic
classes, consisting of 1,377 stopwords.
The second is Corpus-based: manual
checking of the words that appear more
than 25,000, verifying this condition,
and containing 235 words. Finally, the
third list consists of 1,529 stopwords
by combining the general list and the
corpus-based lists

The list was not
comprehensive and
did not contain dis-
cretized.

Stopwords
project

The Arabic list comprises 162 stop-
words created under the GNU GPL v3
license.

The list corpus
dependency
contains some
stopwords that may
do not be correctly
classified as
stopwords, such as
""

�
I

	
JÊ«@ ,

�
èñ
�
¯ ,PAJ
ÊÓ\\

(billion, force,
announced).

Ranks NL The Ranks NL project was search en-
gine optimization, but the project sug-
gests an Arabic stopword list containing
102 stopwords.

Corpus was depen-
dent.

ASL The general list contained 3,931 stop-
words. Then, the authors added all pos-
sible clitics to get the complex list,
which contained 67,153.

The authors of [12] used a general strategy to determine a
stopword list by calculating the term frequency for all terms
and then removing the most frequent words after sorting the
terms. Nevertheless, the authors first prepared the Arabic text
through the tokenization step and removed stop words; thus,
they mainly examined and documented clustering. Similarly,
the authors of [17] used a general strategy to remove stopwords
and compared text preprocessing techniques in Arabic based
on the frequency of words in the dataset. Consequently,

2http://code.google.com/p/stop-words
3http://www.ranks.nl/stopwords/arabic
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they studied stopword removal and eliminated frequently used
unwanted words.

Furthermore, the authors of [22] conducted scoping re-
views over the past two decades (2000–2020) for Arabic
topic identification, following the PRISMA-ScR guidelines.
One stage that they focused on was the preprocessing step
with feature extraction, which included stopword removal,
stemming lemmatization, and feature selection. The authors
provide an overview of the field to make it current. Finally,
they recommended future work to enhance topic identification
performance by working on preprocessing phases or imple-
menting other algorithms.

Finally, stopword removal reduces text dimensionality be-
cause it removes words that frequently appear in the text
without affecting text analysis, such as prepositions and pro-
nouns. Moreover, stop-word elimination is recommended in
most cases [22]. There are two strategies for stopword removal
based on the reviewed papers: a general strategy based on word
frequency or building, and using a general stopword list. Many
general lists can be used and are available online, such as those
published in 2006 by [25] containing 1,377 words. Moreover,
a recent list was published in 2019 by [21] called the ASL
list, consisting of three categories: native particles, particular
nouns, and special verbs. Thus, the list contains 3,931 words.

C. Normalization

Text normalization is essential for text classification and
analysis. Some normalization steps were applied to all lan-
guages, such as removing numbers and special characters.
However, other normalization steps are language-dependent,
because there is a specific way to normalize each language.
For example, one step might include normalizing uppercase
letters to lowercase letters in English, as there are no lowercase
or uppercase letters in Arabic. Thus, normalization in Arabic
related to normalizing letters includes normalizing different
forms of alif ( @ @






@ ) to (@) and removing diacritics that are not

used in English [26].

Moreover, several normalization steps are typically exe-
cuted to reduce the number of extracted terms. The significant
normalization applied to Arabic is presented in the following
steps, based on the reviewed papers (Fig. 2).

Thus, normalization differs from stopword removal. Nor-
malization is related to formalizing the shape and form of
words and other goals, whereas stopword removal focuses on
removing unimportant words from the text. Because Arabic
requires a unique normalizing process, many research publi-
cations have focused on normalization steps. Table II lists the
most commonly used Arabic normalizations.

Normalization is a significant and essential step in most text
analysis models. For example, the authors in [17] investigated
the impact of 26 preprocesses applied to Arabic social media,
particularly tweets, by training a classifier to identify health
tweets. Fourteen of the 26 preprocesses focused on variants
to normalize the Arabic letters. The authors studied a normal-
ization step that converts a list of words into a more uniform
sequence, such as removing punctuation, diacritics, repeating,
and duplicating letters, including noise removal that seeks to
destroy unwanted characters from the text, such as non-Arabic

TABLE II. THE MOST ARABIC NORMALIZATION THAT USED

# Normalization step
1 Remove non-letters and special characters, such as $, &, and %
2 Remove non-Arabic letters

3 Replace initial ( @


,
�
@ or



@) with bar alif ( @ )

4 Replace Ta’a marbota (
�
è ) with Ha’a ( è )

5 Remove the ( È@ ) from the beginning of the word

6 Replace the final ( ø ) with ( @ )

7 Remove the diacritics.

letters and numbers. They also described Arabic normalization
steps related to Arabic letters, and the researchers normalized
many letters, including two letters, five letters, and six letters,
such as “Hamza,” “alif” type, and “ta’a marbota.”

Similarly, [10] provided an integrated solution for Arabic
preprocessing in social media challenges by cleaning a dataset
and normalizing Arabic social media text. The cleaning step
focuses on cleaning noisy text by selecting only the required
text instead of many processes to remove different data noise.
The algorithm transforms each letter into its standard form dur-
ing cleaning. For example, “alif” “ @” has several forms, which

are ”
�
@ , @


,


@”. In contrast, the normalization step changes the

text into its standard form, with the algorithm changing a
non-normal word into a normal word by eliminating duplicate
characters and using a set of common non-normal words.

Furthermore, the authors of [18] normalized Arabic letters
to help downgrade the various character shapes and produce
a uniform shape representing these shapes. Therefore, the au-
thors investigated the impact of stemming methods on feature
reduction and classification accuracy.

Normalization is another essential step in preparing text
for analysis. Some normalization processes are applied to all
languages, whereas the other steps are language-dependent.
Since Arabic has many characteristics related to letter shape,
it requires normalization, including different forms of alif (
@ @





@ ) to ( @), Ta’a marbota ( �è ) to Ha’a ( è), and the final

(ø) with ( @). Moreover, the normalization of Arabic involves

removing the diacritics and the ( È@ ) from the beginning of
the word. Although several normalization steps are usually
conducted to decrease the number of extracted terms, many
available tools can be used for normalization problems, such
as normalizing Arabic words using camel tools (Python) and
PyArabic (Python).

D. Stemming

Stemming refers to the reduction of words to their stems
or roots that are used to fit different word variants. Moreover,
stemming is an essential preprocessing step for preparing text
for the analyzer model, regardless of language type. There are
three types of Arabic stemming, based on [27], [28], [6].

The first is root-based stemming, where the primary goal is
to extract the roots of words using a stemmer. For example, in
the Arabic language, several words can be reduced to one root,
such as ( ÕÎªÖÏ @, Z AÒÊªË@ , Õæ



Êª
�
JË @), which means “the education,”
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“the scientists,” and “the teacher,” respectively, and are reduced
to the root ( ÕÎ«), which means “science” [11], [28], [22].

Second, the stemmer eliminates additional suffixes and
prefixes from words using light-stemming. Thus, it does not
extract the original root; it only removes prefixes and suffixes
from words. For example, the Arabic word ( ÕÎªÖÏ @), which

means “the teacher,” is reduced to ( ÕÎªÓ), which means
“teacher.” Hence, the semantics of the words are not affected
by light stemming. Moreover, it normalizes words with dia-
critics and stretching characters (Tatweel ex: Q����������������J.

	
k

converts to Q�.
	
g ) [11], [28], [22].

Finally, using a stem-based approach, the stemmer deter-
mines the stem that is part of the word to which grammatical
prefixes and suffixes are added [28], [22]. The stem-based
method does not attempt to determine the word root; it
typically removes only clitics from a given word [28]. This
technique preserves and represents the meaning of the text
content well because it grammatically regroups inflected and
related words [28], [22].

Stemming is a vital step in preparing text for analysis in
most languages. Therefore, many studies have been conducted
on Arabic stemming. For instance, a study [27] published
in 2019 compared the stemmer ARLSTem with two versions
(ARLSTem v1.0 and ARLSTem v1.1 ) to other light stemmers:
the ISRI stemmer, Soori’s stemmer, Assem’s stemmer, and
the Light10 stemmer. The authors then proposed an improved
version of the ARLSTem stemmer by reordering some steps
while adding others to improve performance. Next, the au-
thors compared the improved version with the original and
other stemmers, such as Light10. The results showed that
the two versions of ARLSTem algorithm outperformed other
algorithms based on understemming errors and overstemming
indices.

Similarly, the authors in [10] provided an integrated solu-
tion for Arabic preprocessing of social media challenges by
applying their new stemming algorithm to social media con-
taining standard Arabic and dialects. The new Arabic stemmer
module generates word stems, word roots, and specific word
identifiers. The proposed model solved Arabic social media
challenges that help understand a word’s meaning by providing
its root and determining whether the word is a noun, stop
stopword, non-standard Arabic word, dialect, error, or non-
Arabic word.

In comparison, [18] investigated the impact of stemming
methods, an essential preprocessing step in the classification
accuracy, and the number of features used. The primary
preprocesses used were tokenization, normalization, stopword
removal, feature extraction, and stemming. First, the authors
used the Light10 stemmer for stemming and represented docu-
ments as vectors. They then conducted experiments to test the
impact of the stemming algorithms on the K-nearest neighbor,
naive Bayes, and decision tree classification algorithms. The
results showed the effectiveness of the stemming algorithm in
reducing half of the features used while improving accuracy.

Similarly, in [28], the authors compared Arabic topic
identification to investigate different stemming algorithms. The

main objective was to study the effects of stemmers: root-
based, light stem, and stem-based. The authors used primary
and available steaming approaches for the root-based selection
of the Khoja and Tashaphyne root approaches. In contrast, light
stem used Light10 and Tashaphyne light approaches, whereas
for other types, they selected Farasa and Alkhalil1. The au-
thors experimented using latent Dirichlet allocation (LDA) to
identify the topics with different Arabic stemming algorithms.
Hence, the authors determined which forms of words—root,
stem, and light—were affected by the preprocessing step in
topic identification. Indeed, Light10 identified topics better
than the other stemmers.

Furthermore, [12] examined and compared text-
preprocessing techniques in Arabic document clustering.
The study indicated the significant impact of term pruning
with stemming and term weighting as preprocessing steps
in studying text preprocessing effectiveness. Notably, the
authors experimented with different preprocessing techniques
with term pruning combinations using the three systems.
The first system combined term pruning with term weighting
and light stemming (Light10). The second system combines
term pruning with term weighting and normalization, whereas
the last system combines term pruning with term weighting,
normalization, and Khoja root-based stemming. The results
were based on precision, recall, and F-measures, as the
evaluation measures showed that the system using light
stemming achieved better results than the others.

Similarly, [17] investigated the impact of the 26 prepro-
cesses applied to Arabic health tweets by training four classi-
fiers: MNB, logistic regression, linear SVC, and KNN. They
discussed the steaming process and classified steaming into
three types—root, light, and lemmatization—and found that
stemming techniques increased the accuracy of the classifier.

Additionally, [22] investigated the effectiveness of Arabic
preprocesses for text classification to demonstrate that properly
selecting preprocessing techniques leads to a positive Arabic
classification outcome. The preprocess techniques mentioned
and discussed are stopword removal, stemming, and lemmati-
zation. Moreover, they studied the effects of different combi-
nations of these techniques to determine the best performance
using ARLSTem v1.08. It was the best stemmer based on the
surveyed papers that demonstrated positive outcomes in Arabic
text classification, whereas the lemmatizer used MADAMIRA
v2.1. The authors concluded that the best performance oc-
curred when applying the three preprocess techniques were
applied: stopword, stemming, and lemmatization.

Finally, the authors in [29] conducted scoping reviews
over the past two decades (2000–2020) for Arabic topic
identification following PRISMA-ScR guidelines, focusing on
the preprocessing step. The preprocessing step and feature
extraction included stopword removal, stemming lemmatiza-
tion, and feature selection. Based on the authors’ reviewed
papers, the best algorithms were recommended for the steam-
ing process. Common stemmers successfully used in Arabic
topic identification are ARLSTem, Tashaphyne light stem-
mer, Farasa, Khoja stemmer, Light10, Al Khalil Morph Sys,
Assem’s stemmer, Soori’s stemmer, and the ISRI stemmer.
Finally, the authors suggest future research to enhance the topic
identification performance by working on the preprocessing
phases and implementing other algorithms.
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Thus, stemming algorithms aim to remove suffixes, infixes,
and other letters to grammatically reduce the multiforms of
the same word in texts while reducing features. Moreover,
stemming is an essential preprocessing step, regardless of
the language type. Table III summarizes the main stemming
algorithms used in Arabic.

TABLE III. SUMMARY OF AVAILABLE STEMMING TOOLS

Stemming name Stemming type Resource
Khoja Root-based [30]
ISRI Root-based [31]
Light10 (there is the previous version of
Light 1 until 9)

Light stemming [32]

ARLSTem Light stemming [33], [27]
Assem’s stemmer Light stemming [34]
Tashaphyne Light stemming [35]
Farasa Stem-based [36]

Based on the reviewed papers, two Arabic stemming types
are widely used: light stemming and root-based stemming.
According to [28]. Moreover, it is more efficient than topic
identification. Hence, the best stemming algorithm for cluster-
ing is light stemming, whereas the two best available stemming
algorithms are ARLSTem and Light10 stemming, based on
reviewed papers, such as [28], [18].

Additionally, based on reviewed papers, root-based stem-
ming has been used by some authors. The Khoja stemmer,
which removes the longest suffix and prefix, is a well-known
root-based stemmer. Subsequently, the root dictionary matches
the remainder with verbal and noun patterns [28]. At the same
time, the Tashaphyne root stemmer is another famous root-
based stemmer for Arabic. This stemmer identifies the root
for removing prefixes and suffixes based on a default or two
customized lists of prefixes and suffixes [28]. Moreover, the
Tashaphyne stemmer identifies the light stems of words.

E. Vectors

Feature extraction (vectorization) is an essential prepro-
cessing step, and the last step is performed before the analyzer
algorithm. The feature extraction process transforms the text
into vectors [26]. Moreover, the two most commonly used
methods for extracting features from text are term frequency-
inverse document frequency (TF-IDF) and Bag of Words
(BoW) [26], [37]. These methods are among the most popular
for computing term weights [22], [28]. Table IV summarizes
the main differences between the extraction methods.

TABLE IV. SUMMARY OF VECTOR TECHNIQUES

BoW TF-IDF

Focus It constructs a collection of
vectors, including the word
count of occurrences in the
document.

TF-IDF includes information
on the more and less impor-
tant words ones.

Main
information

BoW vectors are straightfor-
ward to interpret.

Usually acts better in the ma-
chine learning approach.

Drawbacks Most avoid BoW and TF-IDF techniques when understanding the
context of words most involved.

Widely used
for text anal-
ysis

Used but less than TF-IDF Yes

The TF-IDF method comprises the term frequency (TF)
and inverse document frequency (IDF). The TF is related
to calculating the token frequency occurrence in a docu-
ment, which propagates proportionally with the document size.
Therefore, tokens occur more frequently in long documents
than in shorter ones. The second part, the IDF, focuses on
weighing down frequent tokens while scaling up rare tokens
by calculating the importance of a word in all documents [17],
[29], [37].

Second, the BoW is the most straightforward representation
of text in terms of numbers. This method represents a sentence
as a BoW vector; therefore, the sentence is presented as words
with a number to indicate the occurrence in a sentence, such as
TF. For example, when applying a BoW to documents (text),
the result is a matrix based on all terms as columns and appears
in each document as a row. Therefore, the sparse matrix result
contains many 0s because it combines all the vectors [22],
[29], [37].

The main drawback of using the BoW model is that
the vocabulary size increases if new sentences contain new
words. Hence, the lengths of the vectors also increase. Finally,
BoW does not retain information related to the grammar of a
sentence or the ordering of words in the text [22], [29].

Vectorization is vital for preparing text for text analysis
in most languages. Many studies on Arabic feature extrac-
tion (vectors) related to this step have been published. For
example, the authors in [12] investigated and compared text
preprocessing techniques in Arabic document clustering and
studied the effectiveness of the following text preprocessing
techniques: term pruning, steaming, and term weighting based
on TF-IDF. The authors tested the preprocessing combinations
using these three systems. The first system included term prun-
ing with term weighting (TF-IDF) and light stemming. The
second combines term pruning with term weighting (TF-IDF)
and normalization. The last system combines term pruning
with term weighting (TF-IDF), normalization, and root-based
stemming. Thus, this study demonstrates the significant impact
of term pruning with light stemming and TF-IDF. Furthermore,
the authors in [17] investigated the impact of 26 preprocesses
applied to the Arabic healthcare tweet classifier and mentioned
that the most extracted feature methods used were BoW and
TF-IDF. However, they applied TF-IDF as a feature-extraction
preprocess to transform the text into vectors.

The authors of [22] explored the significance of Arabic
preprocessing for text classification to prove that proper se-
lection of preprocessing techniques leads to a positive Ara-
bic classification result. Moreover, the authors investigated
the consequences of different combinations of preprocessing
techniques to determine the best performance. They applied
feature extraction TF-IDF and, as feature selection, used chi-
square, then ran the classifiers. Additionally, the authors in [18]
investigated the impact of stemming methods on classification
accuracy and the number of features used. Feature extraction
was one of the main preprocesses used in this study. The
authors represented the documents as vectors using TF-IDF.

Finally, [29] followed the PRISMA-ScR guidelines to con-
duct scoping reviews over the past two decades (2000–2020)
of Arabic topic identification. The authors focused on the
preprocessing step, and they mentioned that the most stan-
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dard techniques used for feature extraction included BoW,
Bag of Concepts (BoC), count vectorizer, TF-IDF vectorizer,
and chi-square test (χ̃2test). Finally, the authors recommend
future research to enhance topic identification performance by
working on the preprocessing phases and implementing other
algorithms.

Thus, vectorization is vital for converting textual features
into numerical vectors. Vectorization is the final step in text-
analysis models, and classification and clustering are essential.
The TF-IDF method is the most widely used method for
Arabic clustering and document analyses. Based on surveys
and literature review, this method has proven to be the most
effective.

F. Feature Selection

Feature selection methods have been verified as valuable
for text classification and clustering. There were three feature
types: irrelevant, powerfully relevant, and weakly relevant.
Moreover, the clustering approach requires a suitable feature
selection method that reduces the selection of irrelevant fea-
tures to represent the text data [38]. The feature selection
method removes irrelevant and duplicate features from datasets
and retains features that include reliable and helpful infor-
mation to reduce the dimensionality of the text in clustering
techniques [28], [38]. Consequently, high-dimensional data
affect the efficiency and performance of clustering approaches,
dramatically decreasing the efficiency and increasing the exe-
cution time [38]. Feature selection algorithms can be classified
into two primary categories: filtering and wrapping [9], [38].

The most well-known methods used for feature selection
are chi-square and information gain (IG). The chi-square
test is a filtering method for selecting features. Chi-square
is a straightforward and computationally fast method. It can
deal with a sizable dimensional feature and has proven its
efficiency mainly when applied with the TF-IDF extracted
feature technique [29], [38].

Similar to the work of [38], the researchers extracted
features from the training datasets by calculating the TF-IDF
score for each feature and then applied the chi-square test to
select relevant features and eliminate irrelevant features. The
chi-squared test was efficient. The chi-square test tests the
independence between the occurrence of a specific feature and
the occurrence of a specific type. The null hypothesis of the
chi-square test was that no relationship existed between the
two variables. Therefore, they are independent of each other.

The authors of the review paper [29] discussed the chi-
square test as a feature selection method used for Arabic
topic identification. The authors conducted scoping reviews
for Arabic topic identification following the PRISMA-ScR
guidelines over the past two decades (2000–2020), focusing
on four phases of feature selection.

IG was used to discover the most relevant features in
the label dataset. The IG ranks these features based on their
entropy values, which reflect the impact of a unique feature
on deciding the type label. The most relevant features are
selected based on a predefined threshold value. As in [26], the
authors first built the TF-IDF matrix by applying the feature
extraction method and then used the IG method as a filtration

step to select the most relevant Arabic features based on their
ranks. This filtering step is essential for reducing the spatial
dimensionality of the classifier by eliminating all features with
IG ranks below a given threshold value. In [39], the authors
used an IG feature ranking technique to remove irrelevant
features. Furthermore, IG was used to reduce the size of the
features and select the top-ranked features to train the classifier.

Term pruning is a feature selection that provides a helpful
step based on a survey that eliminates words with counts less or
greater than a typical threshold. For example, an experimental
survey [18] showed that the best practical pruning factor is a
minimum of three. Thus, pruning aims to remove any word that
appears fewer than three times and is considered unimportant,
thereby reducing its features.

The authors of [12] examined and compared text prepro-
cessing techniques in Arabic document clustering and demon-
strated the significant impact of term pruning on different
preprocessing techniques. They experimented with different
combinations of preprocessing techniques with term pruning
using three, five, seven, and nine terms in the three systems.
The first system combined term pruning with term weighting
and light stemming (Light10), whereas the second system
combined term pruning with term weighting and normal-
ization. The last system combined term pruning with term
weighting, normalization, and Khoja root-based stemming. The
results were based on the precision, recall, and F-measure as
evaluation measures. They showed that term pruning with a
minimum of three combinations of term weighting-based TF-
IDF and light stemming achieved better results than the others.

G. Lemmatization

Text lemmatization seeks to regroup semantically asso-
ciated words. Unfortunately, lemmatization is limited as a
preprocessing task in Arabic text classification, and no study
has used lemmatization for clustering based on reviewed and
surveyed papers because it is a complicated level of text pro-
cessing. Moreover, most Arabic lemmatizers are royal and not
publicly available, unlike Arabic stemmers. Nevertheless, some
studies have reported lemmatization efficiency, particularly for
information retrieval, text summarization systems, and text
indexation [22].

Typically, document classification is straightforward when
the meaning of the content is well represented. Thus, lemmati-
zation regroups equivalent written words semantically in vari-
ous syntactic structures and relates them to their ecclesiastical
base representation called a “lemma” (i.e., a dictionary refer-
ence form). Thus, applying lemmatization to text classification
as a preprocessing task is particularly beneficial [22].

The authors of [29] used text lemmatization plans to
regroup semantically associated words written in various syn-
tactic forms and associate them with their lemma. Unlike
stemming, lemmatization is reasonably limited to Arabic pre-
process because most Arabic lemmatizers are royal and not
publicly available. However, Farasa4 and MADAMIRA5 are
tools available for lemmatizers.

4https://alt.qcri.org/farasa/
5http://innovation.columbia.edu/technologies/cu14012 arabic-language-

disambiguation-for-natural-language-processing-applications?license=108
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Thus, lemmatization preprocessing steps may be helpful,
based on survey papers, similar to [22], [17]. For instance,
the authors of [22] investigated the effectiveness of Arabic
preprocesses for text classification and found that appropriate
preprocessing techniques lead to an optimistic Arabic classi-
fication outcome. Hence, they studied the effects of different
combinations of the following techniques to determine the best
performance: stopword removal, stemming, and lemmatization.
The authors used MADAMIRA v2.1 as a lemmatizer because
it was the best lemmatizer based on surveyed papers that
demonstrated positive outcomes in Arabic text classification.
The authors identified the best performance among the three
preprocess techniques together.

Similarly, [17] investigated the impact of the 26 prepro-
cesses applied to Arabic healthcare tweets by training four
classifiers: MNB, logistic regression, linear SVC, and KNN.
The authors discussed the effect of preprocessing on the
classifier, one of which was lemmatization. They found that
the lemmatization stemming type performed well for all four
classifier models.

Furthermore, the authors in [29] conducted scoping reviews
for the past two decades for Arabic topic identification based
on the PRISMA-ScR guidelines to provide new researchers
in the field and advanced practitioners with a closer look
at improvements in Arabic topic identification in the last
decade, while suggesting several recommendations for better
Arabic topic identification. The authors focused on several
stages, one of which was preprocessing. The preprocessing
step and feature extraction mentioned in [29] involve stopword
removal, stemming lemmatization, and feature selection. Based
on the authors and reviewed papers, a few Arabic lemmatizers
are available for free. The best algorithms recommended for
lemmatization by the authors are Farasa and MADAMIRA.
Finally, the authors suggest future research to improve topic
identification performance by performing preprocessing phases
or implementing other algorithms.

Finally, some preprocessing steps may be helpful based
on the survey papers, but they are not essential for preparing
the Arabic text. One of these steps is lemmatization. The
lemmatization step aims to regroup semantically associated
words written in different syntactic forms, associate them with
their lemmas in the text, and reduce their features. Unlike
stopword removal and stemming, the use of lemmatization for
Arabic preprocessing is reasonably limited because most Ara-
bic lemmatizers are proprietary and not publicly available [29].
However, the lemmatization process improves performance as
a preprocess but is rarely used by researchers because research
in this area has not been published or is freely available
online. The only two tools available in Arabic are Farasa and
MADAMIRA. Thus, this area requires further research and
proposed solutions public to the research community.

H. Synonyms

One Arabic language characteristic is morphological rich-
ness, wherein the same verb can have thousands (literally) of
different forms [40]. Table V summarizes these methods, and
the following paragraphs summarize the most widely available
methods and tools for finding and creating synonyms for
Arabic.

TABLE V. SUMMARY OF SYNONYM TECHNIQUES

Sources Techniques Resource
WordNet [41] The AWN was created

based on Princeton
WordNet (PWN) strategy
and contents.

Translation and manually
checked.

Open

word2Vec
[42]

Twitter and Wikipedia. CBoW and Skip-Gram
have different n-gram
and unigram features.

Open

FastText [43] Common Crawl and
Wikipedia.

CBoW with sub-wording
techniques.

Open

The first method to find and create synonyms for Arabic
is Word2Vec, an efficient solution to synonym problems that
leverages the context of the target words proposed by Google.
There are two types of Word2Vec: skip-gram and a Contin-
uous Bag of Words (CBoW) [40], [41], [44]. The following
paragraphs briefly describe these two methods.

In skip-grams, the input is the center word (target), whereas
the outputs are the words surrounding the target words. For
example, in the sentence “I have a pretty cat,” assuming the
window size is 5, the input for the neural network would be “a”
whereas the output would be “I,” “have,” “pretty,” and “cat.”
The network contained one hidden layer with dimensions equal
to the embedding size, which was smaller than the input/output
vector dimension. The output layer is a softmax activation
function so that each part of the output vector represents
how a specific word will probably occur in the context. Word
embedding for the center words can be obtained by extracting
the hidden layers after providing a one-hot expression of that
word into the network [40], [42], [45].

Furthermore, the vectors are more “significant” in de-
scribing word relationships. For example, vectors obtained by
removing two related words sometimes represent meaningful
concepts such as gender or verb tense. Finally, for all input and
output data, most studies used exact dimensions and one-hot
encoding [40], [42], [45].

While CBoW is similar to skip-gram, the inputs are the
words surrounding the center words, whereas the output is the
center word (target). The idea is that given a context, they like
to know which word is most likely to occur. Thus, it aims to
discover embeddings by indicating the center word in a context
that provides other words in the context without respect to their
order in the sentence [40], [42], [45].

The most significant distinction between skip grams and
CBoW is the manner in which word vectors are generated. The
CBoW model involves all samples with the target word in the
neural network, and then takes the average of the extracted
hidden layer. For example, assume only two sentences in a
dataset: “He is a friendly man” and “She is a smart princess.”
To compute the word representation for the word “a,” two
examples are needed: “He is a friendly man” and “She is a
smart princess.” These are placed in a neural network that takes
the average value of the hidden layer [40], [42], [45].

The second method for determining synonyms is FastText,
an extension of Word2Vec, as suggested by Facebook in 2016.
FastText breaks words into several n-grams (subwords) instead
of providing one word to the neural network. Infrequent words
are then adequately represented, because it is highly likely
that some of their n-grams will also appear. For instance, the
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tri-grams for the word fruit are “fru,” “rui,” and “uit.” The
word-embedding vector for the fruit was the sum of these n-
grams. After training the neural network, the results are word
embeddings for all n-grams in the training dataset [40], [46],
[43].

Finally, WordNet is used for constructing lexical resources
for SA. The Arabic WordNet (AWN) is based on the uni-
versally accepted Princeton WordNet (PWN) strategy and
content. It enables translation into English and dozens of other
languages at the lexical level. In addition, it encodes language-
specific concepts and links as required or preferred. The results
are called core word nets for Arabic with the essential system
embedded in a solid semantic framework [41].

Moreover, the enrichment of AWN was published by [47],
and the latest version was constructed by semi-automatically
expanding its content, adapting and using existing approaches
and resources generated for other languages to expand AWN
[32]. Thus, AWN is a lexical dictionary or database utilized
to discover synonyms and determine different relations among
Arabic words containing several elements, including nouns,
verbs, adjectives, and adverbs, which vary into sets of cognitive
concepts (i.e., synsets) [48].

Because Arabic is rich in synonyms, a possible way to
improve clustering performance is to reduce synonym words
to a single word. Thus, one of the main goals of this survey is
to determine whether anyone has used the synonym method as
a preprocessing step to reduce the number of synonyms to help
reduce the features. Based on the reviewed papers, this study
found that none of these methods were used as preprocessing
steps. Nevertheless, synonym methods and techniques have
been used to build lexical or corpora [49], which are used
to build medical datasets, or to build a corpus for some
approaches such as sentiment analysis, similar to the authors
in [17]. This idea may need more research in the future to
satisfy and clarify whether synonym methods can be used to
reduce the features by replacing the synonym with one word,
thereby demonstrating that this technique reduces the feature’s
dimensionality and improves clustering quality.

I. Semantics

In this study, Arabic semantics are related to Arabic
semantic ambiguity, mainly Arabic word sense disambiguation
(WSD), a task that seeks to determine the meaning of a word
given its context [50]. Arabic semantic obscurity depends on
the meaning of a word or many words that can be miscon-
strued. Obscurity can come from the order of words or word
types as verbs or nouns [51]. Moreover, Arabic, which uses
diacritics, such as the Arabic read word (ÕÎ«), can take many

meanings based on how diacritic (�ÕÎ�
�
«: understood), (Õ

�
Î
�
«: flag),

(�Õ
�
Î
�
«: teach), and (Õ

�
Î«� : science).

Semantics and meaning can be classified as branches of
linguistics. Semantics and meaning are associated; some use
semantics to serve meaning, whereas others use meaning
to serve semantics. The first states that science investigates
the requirements provided by linguistic symbols to carry out
meaning. In contrast, the second emphasizes the importance
of overt semantics in hidden meanings. However, another

definition of semantics is the branch of linguistics that attempts
to investigate changes in meaning via the analysis of linguistic
structure phonetically, morphologically, lexically, and syntac-
tically, while considering changes in usage over time [51].

Many studies have investigated this issue. For example,
[50] published a 2019 review paper discussing Arabic word
meaning disambiguation to inspire readers to solve Arabic
words with morphological and semantic ambiguities. The
morphological challenge of the Arabic language is still lacking
since more than ten variations can be assigned to a non-
vocalized Arabic word, for example, the words "" Q

�
ª
�
�
�\\

(hair) or ""Q �ª �
��\\ (poetry). Moreover, the authors investigated

numerous studies in this field by analyzing their assessment
methods and linguistic resources (e.g., corpora and lexicons),
recommending solutions to current semantic problems, and
suggesting future directions to improve research in this area.

Thus, the Arabic language has a problem related to se-
mantic obscurity because semantic ambiguity is associated
with the meaning of a word, which can be misunderstood.
Obscurity can be reached from the order of words or word
types as verbs or nouns [42]. Therefore, one way to improve
the clustering quality and performance is to use semantic
solutions as a helpful method to solve ambiguous words when
the word has the same form but different meanings based on
sentences and semantics. Similar to [52], the CBOW model
was used to capture the semantic relationship between the
terms (word tokens), followed by using K-means to identify
essential documents for Arabic summarization.

This is similar to the results of [53], who proposed a solu-
tion for Arabic Word Sense Induction (WSI) in NLP, mainly
when applied to sentiment analysis. It presents a two-stage
approach; the first stage uses a Transformer-based encoder like
BERT or DistilBERT to encode the input sentence into context
representations. In the second stage, k-means clustering and
agglomerative hierarchical clustering (HAC) were applied to
the embedded corpus obtained in the first stage. The proposed
approach improves existing methods and revolutionizes WSI
research.

Hence, one of the main goals of this survey was to
determine whether anyone had used the semantic method as
a preprocessing step to reduce word ambiguity and improve
clustering quality. However, based on the reviewed papers, no
study has used this feature as a preprocessing step. Moreover,
semantic methods have been used in separate research fields
using a domain-based approach. Semantic ambiguity in Ara-
bic has recently become an active research topic. However,
perhaps using the semantic ambiguity solution to improve
Arabic clustering quality requires more research to satisfy and
clarify whether a semantic method and word ambiguity list
can improve clustering quality.

IV. RECENT ARABIC CLUSTERING PUBLICATION

This section reviews the recent Arabic clustering research
papers and articles published between 2019 and 2024. It
summarizes the preprocessing steps used by the authors to
prepare the Arabic text, as seen in Table VI. The following
section discusses the main points extracted from Table VI
below.
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All reviewed papers used the stemming and converting
the results into TF-IDF vectors. Most of the reviewed doc-
uments (91%), used the word tokenization step and removal
of stopwords, while (66%) used Arabic normalization. All
reviewed papers used TF-IDF as a feature representation for
clustering Arabic documents. Only two reviewed papers used
bigram to combine two terms as a collocation technique to
better understand semantic and meaning problem—only one
reviewed paper used term pruning to eliminate low-frequency
words.

Regarding the feature selection method, only two studies
used IG; however, they focused on the Arabic classification-
based bio-inspired method. In addition, based on the reviewed
papers, only one study used dimension-reduction methods as
a preparation step for Arabic clustering. None of the reviewed
documents applied semantic methods for Arabic clustering,
or even importing, to overcome contextual meaning. None of
the reviewed studies applied synonymous methods to Arabic
clustering.

Fig. 3 summarizes the percentages of used main preprocess
steps related for the Arabic normalization, stemming, and
feature selection extracted from Table VI. Fig. 3(A) shows
that more than half of the reviewed Arabic research papers
67% applied normalization preprocess for Arabic text before
applying a text analyzer. In addition, Fig. 3(B) shows that all
of the reviewed Arabic research papers applied the stemming
method to prepare Arabic texts. Most stemming methods used
root stemming (54%), whereas 46% used light stemming.
Also, one research paper applied both types of stemming.
Finally, Fig. 3(C) shows that 17% of the review papers applied
feature selection methods exactly applied IG. In contrast, the
remaining 83% did not apply feature selection methods to
prepare the Arabic texts.

V. DISCUSSION

This survey intensively investigated and focused on many
Arabic preprocessing steps as references for researchers en-
gaged in Arabic preprocessing for clustering. The survey was
concluded by answering the questions raised at the beginning
of this paper based on the results obtained. What preprocess-
ing steps are used for the Arabic language in general and
the cluster, especially? Preprocessing researchers have used
tokenization, normalization, stopword removal, stemming, and
vectorization. Some researchers have used feature selection to
prepare text for a cluster to reduce the number of dimensions.
In contrast, lemmatization, synonyms, and semantics were not
used as preprocessing for clustering.

The second question, What tools are available for the
algorithms and techniques for each preprocessing step? Many
resources have been proposed for each preprocessing step;
however, some preprocesses, such as lemmatization, require
more investment and improvement. In addition, as a future
recommendation, you can propose a stopword removal list for
many fields because each domain has its own list.

In addition, the last two questions, Does preprocessing
address the richness of synonyms in Arabic and can it be used
to reduce dimensions? Does preprocessing address semantics
as a primary characteristic of Arabic? This survey found that
no one had used the synonym method as a preprocessing

step to reduce features. In addition, no one has used the
semantic method as a preprocessing step to reduce word
ambiguity and improve clustering quality. Additionally, this
survey suggests conducting further research to address the
richness of synonyms in Arabic to reduce the dimensions
by combining many synonyms with the same meaning. In
addition, the researcher may deal with semantics to improve
clustering quality as a preprocessing process to improve step.
Therefore, future research should investigate the effectiveness
of using synonymous techniques and semantic solutions to
reduce the dimensions of complexity or improve the quality
of cluster results.

Therefore, this study concludes that preprocessing steps
are preferable because they provide benefits and improve the
quality of an analysis model based on the surveyed papers.
Based on the reviewed research papers, Arabic preprocessing is
an active research area. Nevertheless, this field requires further
research, especially clustering, to provide more solutions and
publicly available tools to benefit the Arabic research commu-
nity.

VI. CONCLUSION

Arabic is a complex language because of its unique orthog-
raphy, grammar, and punctuation. A sentence contains a verb,
a subject, or an object. Words are derived from trilateral or
quadrilateral systems, making them challenging for algorithms
and computational systems to understand. Moreover, Arabic
has extensive synonyms and the meanings of Arabic words
depend on the semantics of the sentences. For all these reasons,
the analysis algorithms require specific Arabic preprocessing
techniques.

Arabic text preprocessing methods are used in clustering to
reduce the size of documents, simplify feature selection, and
enhance processing speed. Hence, the primary purpose of a
text preprocessing task in clustering is to address the consider-
able dimensionality problems. Therefore, several preprocessing
techniques have been proposed.

This survey intensely investigated and focused on many
Arabic preprocessing steps as a reference for researchers
engaging in Arabic preprocessing for clustering. These prepro-
cesses include tokenization, normalization, stopword removal,
stemming, vectorization, lemmatization, feature selection, syn-
onyms, and semantics. Moreover, this survey classified these
preprocesses as essential or preferable steps.

Therefore, this paper concludes that preprocessing steps are
preferable since they may benefit some models and improve
the quality based on the surveyed papers. Additionally, this
survey suggests conducting further research to deal with a
richness of synonyms for Arabic to reduce the dimension and
deal with semantics to improve the clustering quality as a
preprocessing process. Indeed, based on the surveyed papers,
no one to date has dealt with these characteristics to improve
clustering quality.

The Arabic preprocessing step is an active research area
based on the reviewed research papers. Nevertheless, this field
needs more research, especially for clustering, to provide more
solutions and publicly available tools to benefit the Arabic
research community.
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TABLE VI. SUMMARY OF ARABIC CLUSTERING RESEARCH PAPERS.

Ref Year
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[54] 2019 Yes
(word)

Yes No ISRI (Root) No No Sentence level TF-IDF vectors Sentence segmentation.

[9] 2019 Yes
(word)

Yes No Yes (Light Stem-
ming)

No No No TF-IDF VSM Segmentation

[39] 2019 Yes
(word)

Yes Yes Yes (Root) Yes
(IG)

No No TF-IDF Matrix vectors

[55] 2020 Yes
(word)

Yes Yes Yes (Root) No No Yes (Bigram) TF-IDF VSM

[26] 2020 Yes
(word)

Yes Yes Yes (Root) Yes
(IG)

No Yes (Bigram) TF-IDF VSM

[56] 2020 Yes
(word,
phrase)

Yes Yes Yes (ISRI) No No No TF-IDF Matrix vectors. Dimensional reduction.

[57] 2020 Yes
(word)

Yes No stemming
(Light10 )

No No No TF-IDF document-term
matrix

[58] 2021 No Yes Yes Yes (Light) No No No TF-IDF VSM Eliminate insignificant words

[59] 2022 Yes
(word)

Yes No Yes ( root and
light)

No No No TF-IDF VSM

[60] 2023 Yes
(word)

Yes Yes Yes (Light Stem-
ming)

No No No TF-IDF vectors Arabic-BERT model

[61] 2023 Yes(word) NO Yes Yes (ISRI) No No No TF-IDF and
CountVector-
izer

vectors

[62] 2024 Yes Yes Yes Yes (light stem-
mer)

No No No TF IDF vectors Aravec pre-trained word em-
bedding.

Fig. 3. (A) Percentage of reviewed Arabic papers that used the normalization step to prepare Arabic text. (B) Percentage of reviewed Arabic papers that used
the stemming method with different types to prepare Arabic text. (C) Percentage of reviewed Arabic papers that used the feature selection step to prepare

Arabic text.
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