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Abstract—Combining advanced intelligent algorithms to 

improve the scene visual understanding and recognition method 

for art design can not only provide more inspirations and 

creative materials for artists, but also improve the efficiency and 

quality of art creation, and provide scientific and accurate 

references of artworks. Focusing on the art design scene visual 

understanding and recognition problem, a scene visual 

understanding and recognition method based on the intelligent 

optimisation algorithm to optimise the structural parameters of 

the multilayer perception machine is proposed. Firstly, the scene 

visual recognition method is outlined and analyzed, and the 

application scheme of multilayer perceptron in the 

understanding and recognition problem is designed; then, for the 

problems of the multilayer perceptron model, such as the 

training does not generalize, combined with the Pond's 

optimization algorithm, the training parameters of the multilayer 

perceptron model are optimized, and the visual understanding 

and recognition scheme of the art design scene is designed; 

finally, the proposed model is verified with the image dataset, 

and the scene visual understanding and recognition accuracy 

reaches 0.98, compared with other models, the proposed method 

has higher recognition accuracy. This research solves the 

problem of scene visual understanding and recognition, and 

applies it to the field of art design to improve the efficiency of art 

design assistance. 

Keywords—Art design; scene visual understanding and 

recognition; multilayer perceptron; pond goose algorithm; image 
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I. INTRODUCTION 

Traditional art design methods are carried out using 
software or hand-drawing and so on [1]. With the rapid 
development of multimedia technology, the art design method 
based on computer technology has gradually been highly 
valued by experts and scholars in the field of art design [2]. At 
present, art design software presents diversified types and 
functions, which enriches the creativity of visual effects, 
improves the working method of art design, and becomes one 
of the future trends of art design research [3]. Scene visual 
understanding and recognition, as one of the key technologies 
most widely used in the field of art, uses computer vision and 
image processing technology to deeply understand and analyse 
the scenes in images and videos [4]. Art design that combines 
scene visual understanding and recognition algorithms can 
provide artists with more inspiration and creative materials, 
and can also improve the efficiency and quality of art creation 
and provide scientific and accurate references for artwork [5]. 
Therefore, the study of art design methods combining scene 
visual understanding and recognition algorithms is an 

important theoretical research significance for art design to 
assist decision-making and creation. According to the principle 
of design process, the research on scene visual understanding 
and recognition for art design generally includes the research 
contents of scene image segmentation, extraction of target 
features, and understanding and recognition model construction 
[6]. Scene image segmentation processes the image from 
colour segmentation, morphological processing, etc.; extracting 
target features captures the key information of the image, i.e., 
shape, colour, texture, edges, etc.; as a key part of the scene 
visual understanding and recognition problem [7], deep 
learning or machine learning algorithms are trained and 
constructed based on the annotated feature sample set. 
According to the principle of the core approach, scene visual 
understanding and recognition methods can be classified into 
search-based scene visual understanding and recognition 
methods [8], template matching-based scene visual 
understanding and recognition methods [9], and language 
model-based scene visual understanding and recognition 
methods [10].Sandrine et al [11] obtained image descriptions 
by constructing the mapping relationship between images and 
texts using similarity to obtain the compliant utterances; 
Mustafa et al [12] proposed a visual scene description scene 
based on coordinate position by analysing a large number of 
images and annotation information; Daniel et al [13] improved 
convolutional neural network using encoding-decoding 
network to further improve the accuracy of the scene visual 
understanding recognition model; Chen et al [14] combined the 
current state of the art of domestic and international research 
and used encoding-decoding network and attention mechanism 
model to construct and analyse the visual scene understanding 
model. Although the current scene visual understanding and 
recognition algorithms for art design have achieved a lot of 
results and application progress, there are still some challenges, 
such as the generalisation ability needs to be improved, more 
sensitive to the smile change of the data, the real-time needs to 
be further improved, and the consumption of computational 
resources is more [15]. 

This paper focuses on the scene visual understanding and 
recognition problem for art design, combines the intelligent 
optimization algorithm to optimize the network structure 
parameter framework paradigm [16], and puts forward a scene 
visual understanding and recognition method based on the 
optimization of the Pond's Goose algorithm to improve the 
multilayer perceptual machine model. Aiming at the 
characteristics of the scene visual understanding and 
recognition problem for art design, the scene visual 
understanding and recognition model algorithm and its 
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optimisation strategy are analysed and introduced, and at the 
same time, the method of Pond's Goose algorithm optimisation 
recognition is applied to the scene visual understanding and 
recognition problem for art design, and the art-related data is 
used to compare the other five recognition models, which 
verifies the high efficiency of the proposed method and the 
high accuracy and real-time performance. 

II. OVERVIEW OF IDENTIFICATION METHODS 

A. Analysis of the Problem 

1) Introduction to the issue: In the field of art design, 

scene visual understanding recognition algorithms are mainly 

used to automatically identify and classify images in art 

works, or automate the processing of art works to improve the 

efficiency and quality of art creation [17]. In the art market, 

scene visual understanding algorithms can be used for art 

appraisal and valuation to provide a more scientific and 

accurate reference for art transactions. The main applications 

of scene visual understanding recognition algorithms in the 

field of art design are shown in Fig. 1. 

 
Fig. 1. Scene visual understanding recognition algorithm application. 

In this paper, the scene visual understanding recognition 
algorithm is used to extract the target features in the complex 
scene image, complete the combination design of the extracted 
target, and realise the art assistance, so the research in this 

paper is mainly used to automatically identify and classify the 
images in the art work. For the problem of target recognition 
and classification in complex images, this paper adopts multi-
layer perceptron to construct the mapping relationship between 
target features and target information, as shown in Fig. 2. 

 
Fig. 2. Scene visual understanding and recognition solution architecture. 

2) Multimodal feature extraction: In order to obtain as 

much information about the image target features and improve 

the accuracy of the understanding recognition algorithm, this 

paper firstly rubs the coarse segmentation technique [18] for 

colour segmentation of the scene image; then, the effective 

description region is processed morphologically; finally, the 

scale invariant feature transform technique is used to extract 

the target features in the candidate region. The multimodal 

feature extraction is shown in Fig. 3, and the principle of Scale 

Invariant Feature Transform (SIFT) [19] technique is shown in 

Fig. 4. 

 
Fig. 3. Multimodal feature extraction.
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Fig. 4. Principle of SIFT technology. 

B. Overview of Multilayer Perceptron 

Multilayer perceptrons (MLP) [20] is the introduction of 
multiple hidden layers on top of a single-layer neural network. 
MLP networks can acquire complex relationships between 
inputs through hidden layer nodes, the inputs undergo an 
activation function, which produces the final prediction 
through the output layer. MLP networks require at least three 
layers of artificial neurons. The MLP input layer will be make 
each node connected to the hidden layer according to the input 
sample set vector dimensions. The hidden layer generally uses 
a sigmoid function to make the feature data from the hidden 
layer to the output layer very smooth. 

  1 1 exp j j

j

f x w x b
 

    
 
   (1) 

Where,  f x  denotes the hidden layer output,
jw  denotes 

the node weights and b  denotes the node bias. 

The parameters of MLP network include the number of 
hidden layer nodes, hidden layer node excitation function, and 
connection weight. For the selection of the number of hidden 
layer nodes, this paper adopts an experimental approach, taking 
different numbers of nodes respectively, observing the 
recognition accuracy, and taking the number of nodes with the 
largest accuracy. For the hidden layer node excitation function, 
this paper adopts the sigmoid function as the activation 
function [21]; for the connection weight, MLP generally adopts 
the back propagation algorithm [22]. Backpropagation can be 
used to train feed-forward artificial neural networks with any 
layers and any number of hidden units, but the practical 
limitations of computational power will constrain the ability of 
backpropagation, therefore, this paper adopts the Pond's 
algorithm [23] as the optimisation algorithm for the selection 
of MLP network structure parameters. 
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where w  and b  denote the structural weights and biases of 

the MLP network, respectively. 

MLP is applied to many fields, including image 
recognition, speech processing, language analysis, etc., and is 
mainly applied to complex nonlinear mapping relationship 
processing. 

C. Application of Multilayer Perceptron Machine in 

Comprehension Recognition 

The application of MLP to the problem of English 
recognition for visual understanding of scenes oriented to the 
field of art and design is mainly shown in Fig. 5. The input 
vector of MLP is the target features extracted from the image, 
and the output vector is the category of the target. 

Input layer

Hidden layer

output layer

 
Fig. 5. MLP applications 

III. RECOGNITION METHOD OPTIMISATION ALGORITHM 

In order to improve the recognition accuracy of the 
multilayer perceptron network, this paper chooses the pond 
goose algorithm as the recognition method optimisation 
algorithm, the specific optimisation process is as follows: 

A. Pond's Goose Algorithm 

The Gannet Optimization Algorithm (GOA) [24] is a 
natural heuristic optimization algorithm that mimics the 
behaviour of the pond goose. The algorithm is used to explore 
optimal solutions in the search space by mathematically 
modelling the U- and V-diving behaviours of the Pond Goose 
during foraging as well as sudden rotations and random 
wandering. The GOA is designed to balance the capabilities of 
global exploration and local exploitation in order to improve 
the efficiency of solving engineering optimisation problems. 

1) Initialisation phase: The GOA algorithm uses a 

random initialisation strategy for population generation, which 

generates uniformly distributed GOA population locations 

from each dimension using upper and lower bounds of the 

search space. 

2) Exploration phase: The exploration phase of the GOA 

algorithm simulates the U- and V-diving behaviour of the 

pond goose after finding prey in the air (shown in Fig. 6) for 

global search. 

 

Fig. 6. The GOA algorithm U- and V-dive behaviour. 

Pond geese dive in a U-shaped dive when prey is at greater 
depths: 
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 2 12 cos 2a r t       (5) 

Pond geese dive in a V-dive when prey is in a relatively 
shallow position: 

 3 12 2a V r t       (6) 
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Where t  denotes the number of contemporary iterations,

maxT  denotes the maximum number of iterations, and
2r  and

3r  

denote random numbers, respectively. 

The position of the pond goose is updated by introducing a 
random variable q and randomly selecting either a U-dive 
approach or a V-dive approach: 
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Where
4r  and

5r  denote random numbers, 1u  is a random 

number between -a and a,
1v  is a random number between -b 

and b,  iX t  denotes the position information of the i-th song 

pond goose individual in the t-th iteration,  rX t  denotes the 

position of the randomly selected pond goose individual,

 mX t  denotes the average of the position of all the pond 

geese individuals, and the calculation is as follows: 
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3) Development phase: The GOA algorithm development 

phase simulates the capture behaviour of the pond goose in the 

water, and based on the capture ability of the pond goose 

decides whether to perform a random swim or a sudden 

rotation to capture the prey (as shown in Fig. 7). 

 
Fig. 7. GOA algorithm development phase. 

When the pond goose enters the water, its catching ability 
C is greater than or equal to c, it will suddenly rotate to catch 
fish; its catching ability C is less than c, it will give up catching 
fish and march randomly, the Levy flight model is used to 
simulate the marching of the pond goose, and the specific 
model of the position update is as follows: 
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Where,
6r  is a random number, M  denotes the mass of the 

pond goose, vel  denotes the velocity of the pond goose with 

the value of 1.5 m/s, c  is a constant, which generally takes the 

values of c=0.2 and β=1.5,  bestX t  denotes a constant, and  

and  are random numbers, respectively. 

The pseudo-code and flowchart of the GOA algorithm are 
shown in Fig. 8 and Fig. 9, respectively. 
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Fig. 8. Pseudo-code of the GOA algorithm. 

B. Optimisation of Recognition Methods by the Pond's Goose 

Algorithm 

In order to increase the accuracy of the multilayer 
perceptron recognition method, this paper uses the Pond's 
Goose algorithm to optimise the multilayer perceptron 
network. The paradigm of the Pond's Goose algorithm to 
optimise the multilayer perceptual machine network is shown 

in Fig. 10, and the GOA algorithm takes w  and b  as the 

optimisation variables, and  ,C w b  as the fitness function. 

The flow of the MLP scene visual understanding recognition 
method based on the GOA algorithm is shown in Fig. 11, and 
the specific steps are as follows: 

 

Fig. 9. Flowchart of GOA algorithm.

 
Fig. 10. GOA algorithm to optimise the MLP network paradigm.
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Fig. 11. GOA-MLP step-by-step diagram. 

 Step 1: Initialisation setup. 1) Set the maximum number 
of iterations as well as the number of populations and 
algorithmic control parameters for the GOA algorithm 
optimised MLP network; 2) Initialise the GOA 
algorithm populations using real number coding; 

 Step 2: Calculate the  ,C w b  value and determine the 

optimal structural parameters for the current number of 
iterations based on the error value; 

 Step 3: Behavioural simulation models such as U- and 
V-diving behaviours during foraging, as well as sudden 
rotations and random wandering, were used to update 
information on the location of individuals in the 
population; 

 Step 4: Calculate the fitness value, update the structural 
parameters, and determine whether the maximum 
number of iterations or the optimal solution of the 
GOA-MLP algorithm is no longer changing; 

 Step 5: Output the structural parameters of the optimal 
MLP model. 

IV. UNDERSTANDING THE APPLICATION OF RECOGNITION 

METHODS IN ART AND DESIGN 

A. Application Programmes 

The visual understanding and recognition method of art 
design scene based on GOA-MLP model performs colour 
segmentation and morphological processing of the scene 
through coarse segmentation technology and formulates rules 
to extract candidate scene regions, uses SIFT technology to 
extract internal features from the feature regions, annotates the 
sample data, and trains the scene visual understanding and 
recognition algorithm based on the GOA-MLP model, to 
complete the visual understanding and recognition of the scene 
based on the art design [25]. Focusing on the principle of visual 
understanding and recognition method of art design scene 
based on GOA-MLP model, this section designs the visual 

understanding and recognition scheme of art design scene 
based on GOA-MLP model (shown in Fig. 12), and gives the 
application analysis. 

 
Fig. 12. Artistic design scene visual understanding and recognition 

programme. 

In Fig. 12, the visual understanding and recognition system 
for art and design scenes based on GOA-MLP model consists 
of modules such as colour segmentation, morphological 
processing, extraction of candidate scene regions, extraction of 
internal features, and construction of scene visual 
understanding and recognition model. 

B. Application Steps 

Based on the analysis of the Art and Design Scene Visual 
Understanding and Recognition Programme, the modules are 
described below: 

1) Colour segmentation module: For the colour 

segmentation problem, HSV colour space is used, where H is 

converted by the following formula: 
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  (24) 

Where max  and min  denote the maximum and minimum 

values of the pixel for each channel in the RGB colour space, 
respectively. 

2) Morphological processing module: To address the 

problem of noise and breakage in colour segmented images, 

this subsection uses morphological processing methods to 

reduce the effect of noise and to obtain connected regions. In 

morphological processing technique, the broken portion of the 

candidate region is re-cracked using an expansion operation to 

fill the broken contour lines [26]. 

3) Candidate scene area analysis module: Aiming at the 

problem that there are still uneliminated interference regions 

in the image after morphological processing, this paper uses 

constraints to extract candidate scene regions. The specific 

satisfaction conditions are as follows: 
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Among them, L  ,W  and S  denote the width, height and 

area of the connected area, respectively. 
minS ,

maxS and

  
min

S L W  denote the minimum and maximum values 

of the area of the connected area, respectively;  
min

L W  and

 
max

L W  denote the maximum value of the aspect ratio of 

the connected area, respectively; and denotes the minimum 
value of the duty cycle. 

4) Internal feature extraction module: In order to reduce 

the computational complexity and retain the key information, 

this subsection adopts the SIFT technique to extract the target 

features inside the candidate region. The idea of SIFT-based 

target feature extraction method is to take the SIFT feature 

point as the centre point, calculate the gradient and direction 

of the pixels within the range of16 16  , and at the same time 

use dense sampling to obtain more information. 

5) Scene visual understanding recognition model building 

module: In order to complete the art design method based on 

the scene visual understanding recognition algorithm, this 

paper uses GOA-MLP algorithm training to construct the 

scene visual understanding recognition model, and the specific 

training process is shown in Fig. 13. Firstly, the data is divided, 

then the MLP model is improved by using GOA optimisation, 

secondly, the MLP structure parameters are reconstructed by 

using the training set, and finally the understanding 

recognition model is used to complete the art design. 

 

Fig. 13. Scene visual understanding recognition model building module. 

V. SIMULATION EXPERIMENT 

A. Experimental Set-up 

In order to verify that the GAO algorithm improves the 
accuracy of the MLP model, this paper uses the sine-cosine 
optimisation algorithm (SCA) [27], the Harris hawk 
optimisation algorithm (HHO) [28], the butterfly optimisation 
algorithm (BOA) [29], the crow's tern optimisation algorithm 
(STOA) [29], and the gannet optimisation algorithm (GOA) to 
make comparisons with the specific parameter settings as 
shown in Table I. The structure of the MLP model to be 
optimised includes one input layer, three hidden layers and one 
output layer, the activation function is a Sigmoid function, the 
number of nodes in the hidden layer is divided into, the number 
of populations of SCA, HHO, BOA, STOA and GOA 
algorithms is 100, the maximum number of iterations is 500, 
and the condition for satisfying the optimal result output is to 
reach the maximum number of iterations. 

TABLE I. EXPERIMENTAL PARAMETER SETTINGS 

Arithmetic Parameterisation 

MLP 

The activation function is Sigmoid function and the 

classifier is Softmax, including input layer, hidden 

layer (3 layers), output layer, hidden layer nodes 

are [30] 

SCA-MLP [27] 
The MLP structure parameters are set as above, 

with a set to 2 

HHO-MLP [28] 

The MLP structure parameters are set as above, E0 

is a random number and E1 decreases linearly from 

2 to 0 

BOA-MLP [29] 

The MLP structural parameters are set as above, 

with a transition probability of 0.6, a force index of 

0.1 and a perceptual mode value of 0.01 

STOA-MLP [30] Sa decreases linearly from 2 to 0. 

GOA-MLP 
MOP_max is 1, MOP_min is 0.2, Alpha is 5, Mu is 

0.499 

This paper uses the scene visual understanding feature 
extraction method parameter settings are shown in Table II. 

TABLE II. PARAMETER SETTINGS FOR VISUAL FEATURE EXTRACTION 

METHODS 

Project 
Parameter 

values 
Note 

Optimal thresholds 90 RGB colour space 

Optimal lower and upper 

thresholds 
200, 280 HSV colour space 

Smax 400 
Maximum area of connected 

areas 

Smin (L x W)/2 
Minimum area of connected 

areas 

(L/W)max 0.2 
Maximum Aspect Ratio for 

Connected Areas 

(L/W)min 4.6 
Minimum aspect ratio of 

connected areas 

(S/(L×W))min 0.7 Duty Cycle Min. 
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The hardware platform for the experimental development 
environment is Pentium IV 3.7 GHz CPU and 4 RAM with a 
memory size of 3 GB. The software environment includes 
VisualStudio, Win10 operating system, Multigen Creator, 
Visual C++ 4.0 programming language, Matlab2021a 
programming language. 

The dataset was adopted from the image dataset of the 
Massachusetts Institute of Technology (MIT), including 2688 
scene images, including scenes of mountains, cities, coasts, 
flowers, etc. as shown in Fig. 14. 

 

Fig. 14. Sources of data sets. 

B. Analysis of Performance Test Results 

In order to verify the effectiveness as well as the efficiency 
of the method proposed in this paper, this paper firstly analyses 
the visual processing methods of scenes oriented to artistic 
design, and secondly, tests and analyses the recognition 
methods for comparison. 

1) Scene visual processing analysis: According to the 

above simulation environment, parameter settings and data set 

for target information extraction, the extraction results are 

obtained as shown in Fig. 15. 

Obviously, as obtained from Fig. 15, the scene visual 
understanding algorithm can effectively extract the floral 
information of the known image, solve the problem of poor 
clarity of the output image, reduce the influence of noise, and 
improve the overall design of the image. 

2) Analysis of identification test results: In order to 

enhance the effect of validation experiments, this paper 

randomly extracts five sets of data sets from the database to 

carry out experimental analysis, each time the extracted data 

sets include 2000 images, of which the training set reaches 

1500, the test set is 350, and the rest is the validation set, and 

the specific test results are shown in Table III, Fig. 16, and 

Fig. 17. 

 

Fig. 15. Target information extraction results.

From Table III and Fig. 16, it is easy to find that from the 
dataset point of view, the accuracy of GOA-MLP 
comprehension and recognition method is better than that of 
MLP, SCA-MLP, HHO-MLP, BOA-MLP, and STOA-MLP.It 
can be seen that the accuracy of MLP comprehension and 
recognition method based on optimisation algorithms is better 
than that of MLP method, and the accuracy of GOA optimised 
MLP model is better than other optimisation algorithms. 

Fig. 17 demonstrates the optimisation convergence curves 
for each algorithm of SCA-MLP, HHO-MLP, BOA-MLP, 
STOA-MLP, and GOA-MLP. From Fig. 17, it can be obtained 
that: with the increase in the number of iterations, the value of 
the adaptation function of the comprehension recognition 
accuracy of the GOA optimised MLP model increases, and the 
accuracy of the convergence is higher than that of the 

algorithms such as SCA, HHO, BOA, and STOA; and the 
optimised convergence of the GOA-MLP model is stable up to 
the vicinity of 0.98. 

TABLE III. DATA SET TEST IDENTIFICATION ACCURACY RESULTS (%) 

Data 

set 
MLP 

SCA-

MLP 

HHO-

MLP 

BOA-

MLP 

STOA-

MLP 

GOA-

MLP 

1 67.34 86.98 87.32 84.22 93.90 97.98 

2 66.21 86.10 87.35 83.78 92.53 97.46 

3 69.88 88.38 89.25 87.90 95.16 98.85 

4 65.20 86.12 86.95 83.15 90.74 97.00 

5 67.58 87.24 88.65 85.37 92.88 98.05 
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Fig. 16. Recognition results of each algorithm. 

 
Fig. 17. Convergence process of each optimisation algorithm. 

VI. CONCLUSION 

Aiming at the problem of visual understanding and 
recognition effect of diverse scenes of art design, this paper 
proposes a visual understanding and recognition method of 
scenes oriented to art design based on GOA-MLP, which 
makes the GOA algorithm optimise the MLP structural 
parameters and improve the understanding and recognition 
accuracy. Experiments with MIT image datasets lead to the 
following conclusions: using the GOA algorithm to optimise 
the MLP structural parameters and using it in the art design 
scene visual understanding and recognition problem improves 
the art scene understanding and recognition accuracy and 
increases the art design effect. By analysing five types of 
image datasets, the GOA-MLP based scene visual 
understanding and recognition method has higher recognition 
accuracy. This study only focuses on the accuracy of the 
understanding and recognition method, and the subsequent re-
recognition time method still requires in-depth research. 
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