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Abstract—In traditional archive management systems, 

keyword-based retrieval systems often fail to meet users' 

personalized and precise retrieval needs. To solve this problem, a 

knowledge graph is first constructed using bidirectional long 

short-term memory networks and conditional random fields and 

combined with user understanding-based semantic retrieval to 

obtain an improved personalized retrieval system. The research 

results show that the improved personalized retrieval system has 

significantly better retrieval accuracy and recall rate than 

traditional retrieval systems. The improved personalized retrieval 

system has retrieval accuracy rates of 90.24%, 89.65%, 87.52%, 

96.33%, and 95.18% for students, civil servants, demobilized 

soldiers, law enforcement personnel, and retirees, respectively, 

and recall rates of 89.35%, 91.57%, 89.34%, 97.54%, and 96.63%, 

respectively. Applying it to the smart archive management system, 

the accuracy of archive retrieval, personalized recommendation 

accuracy, response time, and user satisfaction are significantly 

better than conventional management systems. The improvement 

and introduction of personalized retrieval systems based on user 

understanding and knowledge graphs have achieved significant 

results. 
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I. INTRODUCTION 

The rapid development of the information age has led to 
increasing attention to the Smart Archive Management System 
(SAMS). SAMS is a system that utilizes modern information 
technologies such as big data, cloud computing, the Internet of 
Things, artificial intelligence, etc. to intelligently manage 
archive information. It not only includes digital archival 
information input, storage, and retrieval, but also includes the 
protection, analysis, and utilization of archival digital resources, 
as well as online services and interactive functions. This system 
aims to improve the efficiency and quality of archive 
management while facilitating users to quickly and accurately 
obtain the required archive information. SAMS is mainly used 
by government agencies, enterprises, educational institutions, 
research institutions, archive workers, and the general public. It 
is responsible for managing public archives and providing 
public services, managing enterprise documents and 
commercial archives, managing academic and administrative 
archives of schools, and querying and utilizing archive 
resources. Traditional archive management methods often rely 
on paper documents and manual operations, which have 
problems such as low management efficiency and difficulties in 
information sharing. In the context of intelligence and 

automation, providing a more accurate, intelligent, and 
personalized retrieval system has become an important 
challenge for smart archive management systems. Traditional 
retrieval systems use keyword matching, which often makes it 
difficult to accurately understand the user's query intent and 
needs. Because relying solely on keyword matching, the system 
cannot understand the true intention behind the user's query, 
resulting in the returned results may not be accurate enough or 
do not meet the user's expectations. And traditional systems lack 
the ability for personalization. This method does not consider 
user behavior patterns and preferences, and cannot provide 
targeted search results, which cannot meet the personalized 
needs of different users. SAMS has replaced the old AMS 
because it provides a more efficient and comprehensive 
management approach. SAMS can improve efficiency, 
automate processing processes, reduce manual operations, and 
improve work efficiency. Meanwhile, digital archive 
information can be quickly retrieved, improving the speed of 
information acquisition. Cloud storage technology enables 
remote access and sharing of archival information, advanced 
data security technologies provide better protection of archival 
information, and data analysis tools can help decision-makers 
better understand archival information and make wiser 
decisions. In the context of intelligence and automation, 
providing a more accurate, intelligent, and personalized retrieval 
system has become an important challenge for SAMS [1-2]. 
Traditional retrieval systems use keyword matching, which 
often makes it difficult to accurately understand users' query 
intentions and needs. Therefore, providing personalized and 
accurate retrieval services has become particularly important for 
meeting the needs of users. User behavior mainly focuses on the 
operational behavior of users in the system. User preferences 
refer to the degree of user preference for the system or 
information, while semantic understanding is a deep 
understanding of user input or needs. Choosing to model user 
behavior is to improve the operational process and efficiency of 
the system. Choosing to model user preferences is for 
personalized recommendations and customized services. 
Choosing to model semantic understanding is to more accurately 
understand user needs and provide accurate retrieval results. The 
improvement of retrieval systems based on user understanding 
can provide users with more adaptive and personalized retrieval 
results by deeply understanding their query intentions and 
information needs, as well as modeling and analyzing their 
behavior patterns and preferences [3-5]. This method can be 
improved from multiple perspectives, including modeling user 
behavior, user preferences, and semantic understanding. 
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Knowledge graph is a structured knowledge representation 
method that describes the relationships between entities in the 
real world. Knowledge graph can provide richer and more 
accurate semantic information, providing strong support for 
personalized retrieval. By matching users' query intentions with 
entities and relationships in the knowledge graph, the accuracy 
and effectiveness of retrieval can be effectively improved [6-7]. 
The study utilizes bidirectional long short-term memory 
networks and conditional random fields to construct a 
knowledge graph, and combines it with user understanding-
based semantic retrieval to obtain an improved personalized 
retrieval system. We hypothesize that combining user 
understanding with knowledge graph can better understand 
users' real needs and provide more accurate and personalized 
archive retrieval services. Applying the improved personalized 
retrieval system to SAMS will have more impact. The 
innovation of this study is to use Bidirectional Long Short Term 
Memory Network (BiLSTM) and Conditional Random Field 
(CRF) to construct a knowledge graph, namely BiLSTM-CRF. 
This system can better capture the semantic associations 
between queries and archives, thus achieving more intelligent 
and accurate retrieval results. Research has shown that the 
improved personalized retrieval system has significantly better 
retrieval accuracy and recall than traditional retrieval systems. 
Although significant progress has been made in many aspects of 
existing archive management systems and data processing 
frameworks, there are still several unresolved research gaps. 
Firstly, most existing systems lack flexibility and adaptability to 
meet different user needs. The current system is usually 
designed to be fixed and difficult to adjust according to the 
specific needs of different user groups, resulting in poor 
efficiency and effectiveness in handling cross-domain and 
diverse data. This limitation is particularly evident in application 
scenarios that require cross institutional collaboration and cross-
platform integration. Secondly, there is a lack of in-depth 
research on the management of data bias and the handling of 
dynamic content changes. Although deviation detection has 
been preliminarily applied in some data analysis fields, its 
application in data archiving and long-term management is still 
insufficient. In addition, how to efficiently detect and adapt to 
changes in archived content to ensure the freshness and 
relevance of data remains an urgent challenge that needs to be 
addressed. This study aims to fill these research gaps and 
propose a flexible and adaptive archive management system 
framework that can not only dynamically adjust according to the 
needs of different user groups, but also effectively handle 
potential biases and content changes in data. By introducing 
advanced machine learning algorithms and dynamic update 
mechanisms, this study provides a new solution to improve the 
accuracy and fairness of data management. This will not only 
help improve the performance and practicality of existing 
systems but also promote the development of data archiving 
management and facilitate cross-industry and interdisciplinary 
data sharing and cooperation. 

II. RELATED WORK 

Smart Archive Management (SAM) is a method that utilizes 
artificial intelligence and automation technology to improve the 
efficiency and quality of archive management. This technology 
can draw on the concepts and methods of knowledge graph and 

semantic retrieval to provide more intelligent and valuable 
archival services. Li Y proposed a cross domain 
recommendation method based on user preference perception 
and graph attention networks to improve the performance of 
knowledge graph recommendation systems. This method 
utilized a graph embedding model to obtain preference aware 
entity embedding, and combined preference features for 
personalized recommendation. It could effectively alleviate the 
problem of data sparsity and had good comprehensive 
performance, which can generate good personalized 
recommendation results [8]. Sui Y have constructed a model 
based on causal filters to improve the performance of knowledge 
graph question answering systems. This model utilized a data-
driven approach to cause and effect interference in the 
relationship representation space, and disconnected other 
confounding factors in the knowledge embedding space through 
causal intervention. This method had good robustness and could 
effectively improve the comprehensive performance of the 
knowledge graph question answering system [9]. HX A et al. 
designed a knowledge graph model based on semantic fusion to 
address the issue of inaccurate semantic expression in 
knowledge graphs. It extracted subject entities by constructing a 
deep transformation model and generated candidate answer sets 
using dynamic candidate paths. This model could effectively 
solve the problem of inaccurate semantic expression in the 
knowledge graph, and improve the overall performance of the 
model [10]. Wang et al. designed a Top-k semantic aware query 
method based on semantic boundary perception to improve the 
accuracy of Knowledge Graph Star Query (KGSQ). This 
method utilized boundary deletion for matching with low 
semantic similarity, which can improve the accuracy of KGSQ 
[11]. 

User understanding can improve retrieval efficiency and 
accuracy, enhance user experience, and promote the 
development of personalized services. A deep understanding of 
user needs and behaviors can help improve the data analysis and 
processing capabilities behind retrieval systems, enabling them 
to provide more accurate and effective decision support, such as 
optimizing resource allocation and guiding policy formulation. 
In order to explore the impact of clarifying questions on user 
behavior and the ability to identify relevant information, Zou J 
utilized implicit interaction data and explicit user feedback to 
discover that high-quality clarifying questions can improve user 
performance and satisfaction [12]. 

Attention mechanisms and models such as BiLSTM can be 
applied to different stages of semantic retrieval tasks, such as 
semantic modeling correlation evaluation of queries and 
document sequences, to improve the accuracy and effectiveness 
of retrieval. Dong X et al. proposed a cross-modal graph 
attention method that combines recursive gated neural networks 
and attention mechanisms to address the semantic gap issue in 
data in cross-modal retrieval. This method could eliminate 
heterogeneous gaps between modalities, effectively solving the 
semantic gap problem of data in cross-modal retrieval [13]. To 
improve the performance of knowledge graph embedding, Dai 
has constructed a knowledge graph representation learning 
model based on generative adversarial networks, using 
Wasserstein distance instead of traditional divergence. 
Wasserstein distance could effectively solve the problem of 
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small gradients on discrete data and improve the embedding 
performance of knowledge graphs [14]. Liu T and other scholars 
constructed a Chinese WeChat click bait dataset to detect the 
security of hyperlinks in online social media, and constructed a 
WeChat click bait detection method based on BiLSTM and 
multiple features, introducing attention mechanisms. This 
method could effectively detect bait links and had a high 
accuracy [15]. Hu Y et al. proposed a semantic behavior 
prediction method to improve the prediction accuracy of traffic 
participants' behavior in an autonomous vehicle. This method 
constructed a universal semantic representation method suitable 
for the driving environment and converted it into a 
spatiotemporal semantic map to infer the internal relationship 
between the two. This method had high prediction accuracy and 
was beneficial for solving problems under different traffic 
conditions [16]. 

In summary, many scholars have conducted research on 
knowledge graphs, semantic retrieval, and smart archive 
management, but how to combine them is an unresolved issue 
[17-18]. Knowledge graphs, semantic retrieval, and smart 
archive management are interrelated concepts and technologies, 
and have important application value in the fields of information 
management and services. Attention mechanisms, bidirectional 
long short-term memory networks, and semantic retrieval are 
interrelated and play a role in semantic modeling, correlation 
evaluation, and information retrieval, aiming to improve the 
performance and effectiveness of retrieval systems. In view of 
this, this study will use a bidirectional long short-term memory 
network to construct a knowledge graph, improve personalized 
retrieval systems based on user understanding and knowledge 
graphs, and further enhance SAMS [19-20]. 

III. IMPROVEMENT OF RETRIEVAL FUNCTION IN SAMS 

To improve the performance and user experience of the 
retrieval system in SAMS, this study improves the personalized 
retrieval system based on user understanding and knowledge 
graph. The first step is to construct a knowledge graph and use 
the BiLSTM-CRF model to complete the process of entity 
recognition and relationship extraction in the archival field. 
Then, combining user understanding and knowledge graph, 
users' search requirements for keywords can be better 
understood and met from the traditional semantic retrieval level. 

A. Construction of Knowledge Graph Based on BiLSTM-CRF 

The knowledge graph network is a relatively structured 
entity semantic knowledge network used to analyze and express 
the objective and real world, as well as the relationships among 

various concepts, entities, etc. A knowledge event graph 
network is composed of a set of relationships between entities in 
different time, space, and states. This network forms a new 
semantic based knowledge network model by describing the 
interrelationships between concepts and entity concepts [21-22]. 
Fig. 1 shows the process of constructing a knowledge graph. 

Fig. 1 shows the knowledge graph constructed in this study, 
In Fig. 1, the process of constructing a knowledge graph, it is 
necessary to first obtain data, transform the data into knowledge, 
then fuse the knowledge, and provide knowledge graph 
visualization services. Finally, apply based on knowledge graph. 
However, this study designs and models the ontology hierarchy, 
relationships, and attributes of archives. Among them, attribute 
structure refers to the organizational description of archive 
metadata and content, clarifying the characteristics and values 
of each archive item. By establishing a correct ontology 
hierarchy model, relevant knowledge can be extracted and 
analyzed, and clear semantic descriptions and relationship 
explanations can be provided for knowledge concepts within the 
domain. The data sources of archival knowledge include data 
extracted from existing business systems and other fields, and 
the data is divided into institutional, semi-structured, and non-
manual structured. 

From the knowledge framework of archive ontology 
language, it can be seen that entity recognition is required for the 
institutions, characters, files, time, location, etc. of archive 
ontology language. The language relationships of archive 
ontology mainly include synonyms, antonyms, context, 
subclasses, and other relationships [23]. For entity recognition, 
this study intends to select the BiLSTM-CRF model for 
extracting relational data and adopt a distributed relational data 
extraction technology based on remote data supervision to 
reduce the model's dependence on manually annotated data. 

Next, construct the BiLSTM-CRF model. Recurrent Neural 
Network (RNN) is a type of neural network that performs 
temporal processing on sequence data. Time series data refers to 
the data collected at different time points, which reflects the 
situation or degree to which something, phenomenon, etc. 
occurs over time. Long Short-Term Memory (LSTM) networks 
are a new type of RNN that aims to overcome the problems of 
gradient loss and gradient explosion in long sequence learning. 
Compared with RNN, LSTM has better performance over 
longer time series [24]. LSTM is composed of three parts: input 
gate, forgetting gate, and output gate, achieving protection and 
control of information. Fig. 2 shows the LSTM’s basic structure. 
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Fig. 1. The construction process of knowledge graph. 
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Fig. 2. The basic structure of LSTM. 

BiLSTM is an RNN model that can process sequence data 
and capture long-term dependencies within the sequence. By 
running both a forward LSTM and a backward LSTM 
simultaneously, BiLSTM can utilize contextual information to 
better understand and encode input sequences. CRF refers to the 
conditional probability distribution modeling of another set of 
output variables given a set of input random variables. Its 
characteristic is to perform under the premise that the output 
variable satisfies the Markov random field [25]. 

The BiLSTM-CRF model is a neural network model used 
for sequence annotation tasks. It combines BiLSTM and CRF to 
simultaneously consider the dependency relationship between 
contextual information and labels. By utilizing the BiLSTM-
CRF model, the process of entity recognition and relationship 
extraction in the archival field can be completed, as shown in 
Fig. 3. 

After completing entity recognition and relationship 
extraction in the archival field, it is also necessary to store and 
retrieve the knowledge graph. Knowledge graphs are generally 
accessed through graph databases. After constructing and 
storing the enterprise archival knowledge graph in the graph 

database, it is necessary to combine advanced graph data 
retrieval technology to improve and enhance the efficiency of 
data query and processing in the enterprise archive knowledge 
graph. Its purpose is to provide support for achieving massive 
real-time dynamic information queries and data inference 
analysis. 
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Fig. 3. Entity recognition and relationship extraction process in the field of 

archives. 

B. Improvement of Personalized Retrieval System Based on 

User Understanding and Knowledge Graph 

Traditional search engines mainly provide search results 
based on keyword matching, neglecting users' personalized 
needs and contextual information. However, users' search 
behavior and preferences are diverse, and traditional methods 
often find it difficult to accurately understand and meet these 
personalized needs. With the rapid growth of the internet scale 
and information content, it has become very important to better 
understand the semantic relationship between users and 
information [26]. Fig. 4 is a personalized retrieval system 
framework based on user understanding and knowledge graph. 
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Fig. 4. A personalized retrieval system framework based on user understanding and knowledge graph. 
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From Fig. 4, it can be seen that in the personalized retrieval 
system framework, the first step is to conduct personalized 
semantic analysis retrieval. The second step is to build a 
personalized query behavior preference model. The third step is 
to propose a personalized keyword sorting analysis retrieval 
algorithm. The last step is to build a semantic analysis 
personalized preference model for personalized archives. 
Integrating the features of the three analytical retrieval 
architectures mentioned above, combining them with query 
preferences, to achieve personalized sorting of the retrieval 
results obtained from current semantic analysis, and providing 
feedback to users on the semantic retrieval results they may be 
interested in at present. 

Traditional personnel file retrieval and query engines do 
have some limitations in providing personalized personnel file 
services. It is usually based on keyword matching and cannot 
fully understand users' personalized needs and contextual 
information [27]. Based on this, this study models personal 
information, enterprise information, and other information in the 
personnel information system based on user preference for 
personnel file query and data mining methods, achieving the 
retrieval of personal information in the personnel information 
system. Fig. 5 shows the mining framework operation process 
of user query preferences. 
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Fig. 5. The mining framework operation process of user query preferences. 

In Fig. 5, the mining of user query preferences mainly 
includes seven steps, aiming to accurately analyze and represent 
user query preferences. These steps help to understand users' 
interests and preferences, and provide personalized search 
results, recommendations, and services based on these 
preferences. 

The user query preference model is an algorithm model that 
describes the degree of interest of users in different types of 
archives. Each file object has a weight value that represents the 
user's level of interest in the file type. The higher the weight, the 
more interested the user is in this type of file [28]. This study 
uses probability models to compare and express user preferences 
for queries. It puts the file related data and file information 
related data from the user preference database into the user 
preference database, and generates a user preference probability 

distribution model for queries through analysis. iw  is defined 

as a weighting factor, which represents a user's preference for 

querying type i  and file ic  in a short period of time. The 

calculation process is Eq. (1). 

1
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In Eq. (1), 
1

,
 

 
 

i

x
AF c

T
 is used to describe the average 

value of file type ic  that users browse during period T . x  

represents the number of files browsed within T . By solving 
the weights of all file types in order, the user's query preference 
vector based on the file category can be obtained. The query 
preference characteristics of users are not fixed, and the required 
file types may also change under different job positions. So, after 
establishing a user's query preference model, there is a need for 
an algorithm that can update according to the user's query 
preferences. By setting an appropriate forgetting time, the 
problem of user query preference transfer can be solved. This 
study proposes a new user preference model based on forgetting 
factor using the Ebbinghaus memory curve. The expression is 
Eq. (2). 

 
 2log

exp
 

  
 

t
F x

f
     (2) 

In Eq. (2), t  represents the time interval between the 

current date and the query preference creation date. f  

represents the half-life, which means that half of the time the 

user forgets will last for at least f  days. Then, the user's query 

preference can be calculated based on the probability model and 
the user's query preference model [29]. 

Traditional keyword based retrieval methods cannot 
understand and meet users' retrieval needs for keywords at the 
traditional semantic level. Therefore, this study proposes a 
personalized retrieval method based on knowledge graph, which 
can better understand and meet users' search requirements for 
keywords from the traditional semantic retrieval level. Fig. 6 
shows the semantic personalized retrieval process of archives 
based on knowledge graph. 

Start

Input statements 

(text and voice)

Process text

Semantic knowledge 

analysis of 

vocabulary

Utilizing the 

constructed semantic 

knowledge retrieval 

graph

Obtaining 

search results

Sort them in 

order

Output semantic 

search results

End
 

Fig. 6. The semantic personalized retrieval process of archives based on 

knowledge graph. 

In Fig. 6, in the process of semantic personalized retrieval of 
archives based on knowledge graph, the first step is to input 
statements, including two types: text and speech. It is necessary 
to convert speech into text and then process the text. Afterwards, 
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the constructed semantic knowledge retrieval graph can be used 
for semantic knowledge analysis of vocabulary. Then the search 
results are obtained and sorted to output semantic search results 
[30]. If the retrieval vocabulary is not included in the archive 
knowledge graph, semantic expansion and semantic mapping of 
the vocabulary are required, and the expanded retrieval 
vocabulary and the original retrieval vocabulary are added to 
synonymous concepts and segmentation specialized dictionaries 
respectively. If the current search term does not exist in the 
synonym dictionary, semantic similarity needs to be calculated, 
as shown in Eq. (3). 

       , * _ , 1 * _ 2 ,   Sim c w Sim c w Sim c w
 (3) 

In Eq. (3),  ,Sim c w  is used to describe the minimum 

editing time distance between two words, calculated as shown 
in Eq. (4). 

 
 

 
1

,
, 1

,
 

ED c w
Sim c w

MLen c w
    (4) 

In Eq. (4),  2 ,Sim c w  is used to describe the distance from 

the editor, meaning the maximum semantic cosine length 

between and  cos ,c we e  represents the maximum semantic 

cosine distance between two words. Its similarity is equal to the 
distance between two synonyms and the embedded cosine 
similarity, as shown in Eq. (5). 

   2 , cos , c wSim c w e e
    (5) 

In Eq. (5), ce  and we  are embedded representations of 

words c  and w . Then, by generating and constructing the 

inference graph of archival ontology knowledge, an archival 
knowledge inference system was constructed [31]. Through the 
Jena inference machine in the archive, semantic inference can 
be performed on the existing hierarchical knowledge 
relationships in the document. This enables semantic inference 
of the existing upper and lower knowledge relationships in 
archives, as well as better analysis and retrieval of the upper and 
lower semantics of documents. A key challenge faced by the 
system in the process of data archiving and management is how 
to handle potential biases in user data and changes in archive 
content. To effectively address these issues, the system has 
introduced a bias detection algorithm that can identify potential 
biases in the data. For example, in user-generated content, the 
system can identify anomalies or biases by analyzing data 
distribution and usage patterns. Through machine learning 
models, the system can automatically label these potential 
biased data and make corrections as necessary. This not only 
helps maintain the objectivity of data, but also improves the 
accuracy of data analysis results. The study selected 100 
different types of individuals aged 18-45 for the experiment, all 
of whom were from the local archives bureau. The selected 
individuals were all from different professions and had 
significant occupational differences. The participants were 
divided into five groups, with 20 people in each group. 
Information was collected through a questionnaire survey. In the 
experiment data collection of this study, the network data are all 

from the Internet, and the files are stored separately in the 
database and web pages; the file data is provided by the local 
archives bureau, which scans paper files, converts them into 
PDF format electronic files, and saves them in a MySQL 
database.  

IV. APPLICATION AND EFFECT ANALYSIS OF IMPROVING 

RETRIEVAL SYSTEM ON SAMS 

To verify the performance of the improved retrieval system, 
the performance of the knowledge graph based on BiLSTM-
CRF and the retrieval performance of the preference semantic 
retrieval model based on user understanding are first analyzed, 
and the improved retrieval system was applied to the smart 
archive management system. 

A. Performance Analysis of Improved Personalized Retrieval 

System Based on User Understanding and Knowledge 

Graph 

In order to verify the performance of personalized retrieval 
systems based on user understanding and knowledge graph 
improvement, knowledge graph, user understanding, and 
improved personalized retrieval systems were analyzed in 
sequence. In the experimental data collection of this study, 
network data was sourced from the Internet, and archives were 
stored separately in databases and web pages. The piece of data 
is provided by the local archives bureau, which scans paper files, 
converts them into electronic files in PDF format, and saves 
them in a MySQL database. The file data mainly includes 
retrieval information for specific occupational groups. Table I 
shows the experimental system settings. 

The experimental setup introduced in Table I can meet the 
experimental analysis of user understanding, knowledge graph, 
and retrieval system. 

For the improvement of user understanding of the smart 
archive management system, specific occupational groups such 
as students, civil servants, demobilized soldiers, law 
enforcement personnel, and retirees were selected for 
application and effect analysis. These occupational groups 
represent users in society with different information needs and 
backgrounds in using archive management systems. Students 
need academic resources such as historical data and scientific 
research data, civil servants and law enforcement personnel need 
policy documents, laws and regulations, work files, etc. 
Demobilized soldiers and retirees need relevant welfare policies, 
personal service records, and other information. They need to 
obtain academic resources, research data, policy documents, 
welfare policies, laws and regulations, and other information 
from archives. Obtain information directly from users through 
methods such as questionnaire surveys, face-to-face interviews, 
and online interviews. Analyze the logs and usage records of the 
smart archive management system, and understand the user's 
usage habits and needs. Study specific cases of user groups using 
the system, including successful cases and problematic cases. 
Design representative tasks or scenarios for users from different 
professions to perform in a smart archive management system, 
such as retrieving specific information, using a certain service, 
etc. Collect data through system logs, user feedback, observation 
records, and other methods, including user operation behavior, 
task completion time, user satisfaction, etc. Using methods such 
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as statistical analysis, content analysis, and behavioral analysis, 
analyze data from both quantitative and qualitative perspectives, 
identify user needs, evaluate system effectiveness, and identify 
system shortcomings. Firstly, to analyze the performance of the 
BiLSTM-CRF based knowledge graph and compare it with 
conventional knowledge graphs. The results are shown in Fig. 7. 

Fig. 7(a) and Fig. 7(b) respectively represent the retrieval 
accuracy and recall of BiLSTM-CRF based knowledge graphs 
and conventional knowledge graphs. The former has retrieval 
accuracy rates of 92.34%, 88.61%, 90.22%, 90.08%, and 
89.34% for students, civil servants, demobilized soldiers, law 
enforcement personnel, and retirees, respectively. The latter are 
63.15%, 71.54%, 55.63%, 72.06%, and 72.65%, respectively. 
The recall rates of the former are 84.37%, 81.26%, 85.17%, 
84.96%, and 82.33%, respectively, while the latter is 57.29%, 
63.84%, 42.65%, 64.13%, and 70.19%, respectively. The 
retrieval accuracy and recall of knowledge graphs based on 
BiLSTM-CRF are significantly superior to conventional 
knowledge graphs. Next, analyzing the retrieval performance of 
the preference semantic retrieval model based on user 
understanding, and comparing it with conventional semantic 
retrieval models. The results are shown in Fig. 8. 

Fig. 8(a) and Fig. 8(b) represent the retrieval accuracy and 
recall rates of the preference semantic retrieval model based on 
user understanding and the conventional semantic retrieval 
model, respectively. The former has retrieval accuracy rates of 
93.64%, 90.12%, 88.47%, 95.24%, and 89.68% for students, 
civil servants, demobilized soldiers, law enforcement personnel, 

and retirees, respectively. The latter are 71.23%, 70.36%, 
69.53%, 68.18%, and 71.62%, respectively. The recall rates of 
the former are 86.55%, 91.62%, 82.18%, 84.23%, and 96.35%, 
respectively, while the latter are 68.37%, 71.34%, 64.38%, 
71.09%, and 80.24%, respectively. The experimental results 
indicate that, the retrieval accuracy and recall of the preference 
semantic retrieval model based on user understanding are 
significantly superior to conventional semantic retrieval models. 
Then to analyze the personalized retrieval system based on user 
understanding and knowledge graph improvement, compare it 
with traditional retrieval systems, and the results are shown in 
Fig. 9. 

In Fig. 9, compared to traditional retrieval systems, the 
improved personalized retrieval system has better accuracy and 
recall. The improved personalized retrieval system has retrieval 
accuracy rates of 90.24%, 89.65%, 87.52%, 96.33%, and 
95.18% for students, civil servants, demobilized soldiers, law 
enforcement personnel, and retirees, respectively. The retrieval 
accuracy of traditional retrieval systems is 79.63%, 78.27%, 
74.57%, 80.24%, and 82.15%, respectively. The recall rates of 
the former are 89.35%, 91.57%, 89.34%, 97.54%, and 96.63%, 
respectively, while the latter is 72.14%, 74.54%, 70.68%, 
79.27%, and 81.08%, respectively. The experimental results 
indicate that this study can improve the efficiency and user 
experience of smart archive management systems through user 
understanding-based retrieval systems, to achieve more accurate 
and personalized information retrieval and management. 

TABLE I. SETTING OF EXPERIMENTAL SYSTEM ENVIRONMENT 

Number Project Type Name 

(1) Hardware requirements 
Server Hewlett Packard Enterprise 

Cloud platform Microsoft Azure 

(2) Software requirements 

Operating system Windows 

Database Management System MySQL 

Development environment Python 

(3) Knowledge Graph Construction Build Tools OpenKG, Protégé, etc 

(4) Algorithms and Technologies Algorithm BiLSTM-CRF 
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Fig. 7. Performance analysis of knowledge graph based on BiLSTM-CRF. 
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Fig. 8. Analysis of retrieval performance of preference semantic retrieval model based on user understanding. 
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Fig. 9. Comparison of personalized vs. traditional retrieval systems, showing improvements in user understanding and knowledge graphs. 

B. Analysis of the Application Effect of Improved Retrieval 

System in SAMS 

In order to comprehensively evaluate the application effect 
of improving the retrieval system in the smart archive 
management system, first set goals, determine the user group 
participating in the evaluation, design representative retrieval 
tasks, and set a series of quantitative indicators to evaluate 
system performance. It is necessary to establish a control group 
in order to more accurately evaluate the improvement effect. In 
order to ensure the reliability of the experimental results, it is 
necessary to conduct experimental tests in a controlled 
environment and minimize the interference of external factors. 

To select an archive dataset with a certain scale and 
diversity, and pre-process it into a format suitable for simulation 
analysis. 100 individuals aged 18 to 45 of different types were 
randomly selected to conduct experiments to analyze the 
application effect of improved retrieval systems in SAMS. 
Firstly, the accuracy of file retrieval and related personalized 
recommendations of the participants in the experiment were 

compared. The participants were divided into five groups of 20 
people each, and the results are shown in Fig. 10. 

In Fig. 10, the accuracy of file retrieval and related 
personalized recommendations in SAMS are significantly 
superior to conventional management systems. The accuracy of 
the former is more stable and smoother, while the accuracy of 
the latter shows a decrease. The experimental results indicate 
that the proposed system model has better performance. Next, to 
analyze the response time and user satisfaction of different 
personnel towards improving the retrieval system, as shown in 
Fig. 11. 

In Fig. 11, the response time of SAMS is significantly 
shorter than that of conventional management systems, while 
user satisfaction is significantly higher than that of conventional 
management systems, indicating that the former has better 
overall performance. The response time of SAMS and 
conventional management systems is up to 8 seconds and 32 
seconds respectively, with the highest user satisfaction of 
92.34% and 71.42%, respectively. 
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Fig. 10. Accuracy of archive retrieval and personalized recommendation. 
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Fig. 11. Response time and user satisfaction of different personnel towards improving the retrieval system. 

V. DISCUSSIONS 

In order to improve the performance and user experience of 
retrieval systems, the improvement of personalized retrieval 
systems based on user understanding and knowledge graphs has 
aroused the interest of researchers and practitioners. Research 
combines knowledge graphs and user understanding to construct 
personalized retrieval systems that meet user preferences. In 
order to meet the personalized needs of different users, the 
system continuously analyzes users' behavior patterns and 
preferences through machine learning algorithms and user 
feedback mechanisms. The system can provide personalized 
recommendations based on the user's operational history. In 
order to better understand the application of the system in real-
world scenarios, research considers archive management 
environments of different scales and types. In large 
multinational corporations, this system can be used to manage 
millions of employee files and financial records. In government 
agencies, the system can process historical documents spanning 
decades. The scalability of the system enables it to handle the 
transition from paper documents to electronic documents and 
supports complex permission management to ensure the security 
of sensitive data. Through distributed storage and processing 
technology, the system is able to effectively manage and retrieve 
large amounts of documents, adapting to the constantly growing 
amount of data. In academic institutions, the archiving and 
management of research data require extremely high flexibility. 
This system meets the diverse data management needs of 
researchers by supporting various data formats and custom 
metadata tags. 

In the actual implementation process, the system will face a 
series of technical challenges. For example, the real-time 
requirements of data processing may lead to increased system 
performance pressure, especially in high concurrency 
environments. In addition, data privacy and security issues are 
also a key challenge, and the system needs to effectively prevent 
potential data leakage risks. There are differences in technology 
acceptance among different user groups, which may affect the 
promotion and use of the system. With the continuous 
development of big data and artificial intelligence technology, 
the system should introduce more intelligent deviation detection 
and correction mechanisms to ensure the integrity and accuracy 
of data. Neglecting this aspect may lead to inaccurate data 
analysis results and even affect the effectiveness of decision-
making. Therefore, I believe that future research should place 
greater emphasis on identifying and correcting data biases, and 
developing more robust data management strategies. In addition, 

the discussion on system scalability and adaptability also made 
me realize that relying solely on existing technological means is 
not enough. Interdisciplinary collaboration is needed to combine 
knowledge and technology from different fields in order to 
design more efficient and intelligent archiving management 
systems. This is not only a technical challenge, but also a 
management and policy issue that requires joint efforts from all 
parties to promote the development of this field. 

VI. FUTURE WORK PROSPECTS 

This study has achieved preliminary results in the design and 
development of a flexible and adaptable archive management 
system, but in order to cope with constantly changing user needs 
and technological challenges, the following key areas still need 
to be further explored and improved in future work. 

Firstly, improving the scalability of the system is one of the 
key focuses of future work. With the rapid growth of data 
volume and user numbers, the system must be able to effectively 
expand to support large-scale data storage and management. 
Future work will focus on developing more efficient data storage 
and retrieval algorithms, while exploring distributed storage and 
computing technologies to enhance system processing power 
and response speed. Through these technological means, we 
hope to achieve seamless system expansion without sacrificing 
performance. Secondly, in order to better meet the needs of 
different user groups, we plan to optimize the user interface and 
interaction design. Different users have different operating 
habits and needs, and in-depth user research will help collect and 
analyze user feedback to improve the user experience of the 
system. By introducing designs that are more intuitive and in 
line with user psychological models, the aim is to improve the 
usability and user satisfaction of the system. Future design 
optimization will include reorganizing information structures, 
simplifying operational processes, and adding personalized 
settings options. Thirdly, enhancing the intelligence level of the 
system is another important direction for future work. 
Introducing artificial intelligence and machine learning 
technologies to enable the system to automatically learn and 
adapt to user behavior patterns, thereby providing personalized 
services. 

In summary, future research will focus on improving system 
scalability, optimizing user experience, and enhancing 
intelligence, addressing data bias issues, promoting 
interdisciplinary collaboration, and conducting long-term 
evaluations. Through these efforts, we look forward to further 
enhancing the adaptability and practicality of the archive 
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management system, providing new research directions for the 
academic community, and offering effective solutions for 
practical applications. These future jobs will not only contribute 
to technological advancements, but also bring broader impacts 
to society. 

VII.  CONCLUSION 

Traditional archive retrieval systems are often based on 
keyword matching and cannot understand users' query 
intentions and information needs. To improve the performance 
and user experience of retrieval systems, the improvement of 
personalized retrieval systems based on user understanding and 
knowledge graph has attracted the interest of researchers and 
practitioners. Providing personalized and accurate retrieval 
services has become particularly important for meeting the 
needs of users. This study combined knowledge graph with user 
understanding to construct a personalized retrieval system that 
meets user preferences. The experimental results showed that 
the retrieval accuracy and recall rate of knowledge graph based 
on BiLSTM-CRF were significantly superior to conventional 
knowledge graphs. The former had retrieval accuracy rates of 
92.34%, 88.61%, 90.22%, 90.08%, and 89.34% for students, 
civil servants, demobilized soldiers, law enforcement personnel, 
and retirees, and recall rates of 84.37%, 81.26%, 85.17%, 
84.96%, and 82.33%, respectively. The retrieval accuracy and 
recall rate of the preference semantic retrieval model based on 
user understanding were significantly superior to conventional 
semantic retrieval models. Compared with traditional retrieval 
systems, improving personalized retrieval systems had better 
accuracy and recall. The improved personalized retrieval system 
had retrieval accuracy rates of 90.24%, 89.65%, 87.52%, 
96.33%, and 95.18% for students, civil servants, demobilized 
soldiers, law enforcement personnel, and retirees, respectively. 
Compared with conventional management systems, SAMS had 
more comprehensive performance, with a maximum response 
time of 8 seconds and 32 seconds, and the highest user 
satisfaction of 92.34% and 71.42%, respectively. This indicates 
that the improved personalized retrieval system has good 
performance and has good application effects in SAMS.  

A SAMS can integrate information from multiple data 
sources and connect them in a graphical structure. This type of 
link helps to discover the relationships between data, providing 
a more comprehensive and comprehensive perspective. Through 
semantic technology, SAMSs can achieve intelligent search and 
question answering functions. Users can ask questions through 
natural language, and the system will understand the meaning of 
the questions and find relevant information in the graph network, 
thereby providing accurate answers. A SAMS can help 
recommendation systems better understand user needs and 
interests. By analyzing user behavior and preferences, combined 
with information from the knowledge graph, recommendation 
systems can provide more personalized and accurate 
recommendation results. A SAMS can help computers 
understand and analyze unstructured data such as text and 
images. By mapping this data to a knowledge graph network, the 
system can understand the meaning of the data and extract useful 
information from it. 

There are still some shortcomings in this study, such as a 
small sample size. Subsequent studies will expand the sample 

size to verify the stability of research accuracy and other 
indicators. 
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