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Abstract— Multi-Protocol Label Switching is useful in managing 

multimedia traffic when some links are too congested; MPLS 

Traffic Engineering is a growing implementation in today's 

service provider networks. In This paper we propose an 

improvement of MPLS-TE called EMPLS-TE, it is based on a 

modification of operation of Forwarding Equivalence Class 

(FEC) in order to provide the quality of service to stream 

multimedia. The performance of the EMPLS-TE is evaluated by 

a simulation model under a variety of network conditions. We 

also compare its performance with that of unmodified MPLS-TE 

and MPLS. We demonstrate how a small change to the MPLS-

TE protocol can lead to significantly improved performance 

results. We present a comparative analysis between MPLS, 

MPLS-TE and Enhanced MPLS-TE (EMPLS-TE). Our proposed 

EMPLS-TE has a performance advantageous for multimedia 

applications in their movement in a congested and dense 

environment. EMPLS-TE defines paths for network traffic based 

on certain quality of service. The simulation study is conducted in 

this paper; it is a means to illustrate the benefits of using this 

Enhanced MPLS-TE for multimedia applications. 
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I. INTRODUCTION  

 The goal of Traffic Engineering (TE) is to provide QoS to 
multimedia packets by reservation of the resources and 
optimum resources utilization [9]. Multiprotocol Label 
Switching (MPLS) technology [2] allows traffic engineering 
and enhances the performance of the existing protocols over 
the traditional IPv4 network. The central idea of MPLS is to 
attach a short fixed-length label to packets at the ingress router 
of the MPLS domain. Packet forwarding then depends on the 
tagged label, not on longest address match, as in traditional IP 
forwarding. A router placed on the edge of the MPLS domain, 
named Label Edge Router (LER) that is associated to a label 
on the basis of a Forwarding Equivalence Class (FEC). In the 
MPLS network, internal routers that perform swapping and 
label-based packet forwarding are called Label Switching 
Routers (LSRs) [15]. 

MPLS TE also extends the MPLS routing capabilities with 
support for constraint-based routing. IGPs typically compute 
routing information using a single metric. Instead of that 
simple approach, constraint-based routing can take into 

account more detailed information about network constraints, 
and policy resources. MPLS TE extends current link-state 
protocols (IS-IS and OSPF) to distribute such information. 
There is another approach to provide QoS to multimedia 
traffic: DiffServ-aware Traffic Engineering (DS-TE) [7] [6], 
by using three signaling protocols in MPLS networks: Label 
Distribution Protocol (LDP) [5], Constraint based Routing 
LDP (CR-LDP) [3] and Resource Reservation Protocol-Traffic 
Engineering (RSVP-TE) [4]. 

In this paper we focus on our paper presented in [1] and 
MPLS-TE as a technology rather used by operators, then we 
make an improvement on MPLS-TE and propose EMPLS-TE 
(Enhanced MPLS-TE). 

In order to provide a good service for transferring 
multimedia packets that requires a large flow in the MPLS-TE 
networks we make an improvement to the method of 
processing speed in the FEC in MPLS-TE. 

Rest of paper is organized as below: 

Section II defines QoS as services that provide some 
combination of high security, high reliability, low packet drop 
rate, low delay, and low jitter. The same section reviews the 
working of traditional IP, MPLS and MPLS-TE and their 
salient features. In section III, we will describe our proposed 
enhancement EMPLS-TE and its methods. In section IV, we 
will simulate the MPLS, MPLS-TE and EMPLS-TE, and then 
we compare it with original MPLS, and with original MPLS-
TE. Section V, will conclude this paper. Routing, MPLS and 
MPLS-TE and their salient features. In section III, we will 
describe our proposed enhancement EMPLS-TE and its 
methods. In section IV, we will simulate the MPLS, MPLS-TE 
and EMPLS-TE, and then we compare it with original MPLS, 
and with original MPLS-TE. Section V will conclude this 
paper. 

II. OVERVIEW  

A. Internet Quality of Service (QoS) 

Originally, the Internet was developed for transferring file 
and accessing remote machines. Therefore, the Internet was 
not expected to transfer multimedia data at large data rate. 
Today, many different types of applications in Internet 
demand more secure more reliable and faster services. Both 
non-real time and real-time applications require some kinds of 
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QoS, such as high reliability, bounded delay and jitter, and 
high security. Therefore, I would like to define QoS as 
services that provide some combination of high security, high 
reliability, low packet drop rate, low delay, and low jitter; in 
general ATM is an example of a network technology that 
provides good QoS.  

Although ATM can be used to transmit both IP packets 
and ATM data, it is less suitable for best effort services IP 
packets mainly because ATM supports only a small part of IP 
services. The most common and major QoS problem in the 
backbone network is unevenly distributed traffic. MPLS-TE 
can distribute traffic evenly and optimize network utilization 
TE ensures that all available network resources are optimally 
used during times of failure or traffic routing, which is needed 
when congestion happens. Network congestion is not easily 
solved by IP because of its characteristics: connectionless and 
best effort service. As results, bursts of traffic appear 
unexpectedly, routers are easily congested, and packets are 
dropped. Therefore, the current Internet has poor reliability, 
unbounded delay and jitter, and varied throughput. 

B. Traditional IP Routing  

The IP was created as a connectionless network layer 
protocol that makes no attempt to discriminate between 
various application types. IP uses routing protocols as 
traditional Interior Gateway Routing Protocol (IGRP) [10], 
Intermediate System-to-Intermediate System (IS-IS) [14], 
Open Shortest Path First (OSPF) [18] to build routing tables 
for active number the equations consecutively. Equation 
numbers, within parentheses, are to position flush right, as in 
(1), using a right tab stop.  

Links in an area of network, and therefore transferring data 
between the source and the destination [16], the operation of 
these protocols depends on how to promote and distribute 
information on the state network that are broadcast regularly 
and depends also on how to update the routing tables of all 
routers located in the same autonomous system (AS).  

Each router uses the information on the overall state of 
network to maintain an independently its own routing tables so 
that it can transfer data successfully using the shortest path or 
the link state as metric maintain before deciding to send data. 

The major problem of some of these protocols is that they 
transfer the data on the paths with minimal hops, and since 
they do not use the paths with many hops that can lead the data 
to the destination, then this strategy produces quite congested 
links.  

So, the traditional routing IP traffic is routed by the same 
types of paths (short), and therefore a fairly large amount of 
packets is lost.  

To tackle the problem of low delay and packet loss during 
the delivery of multimedia applications, it is necessary to think 
of improvement methods to use more effectively the available 
network resources. MPLS and MPLS-TE (MPLS Traffic 
Engineering) are some process that provides this functionality. 

C. MPLS 

Multiprotocol Label Switching (MPLS) can speed up the 
flow of network traffic and make it easier to manage. MPLS is 
flexible, fast, cost-efficient and allows for network 
segmentation and quality of service (QoS). MPLS also offers a 
better way of transporting latency-sensitive applications like 
voice and video. While MPLS technology has been around for 
several years, businesses are now taking advantage of service 
provider offerings and beginning their own corporate 
implementations.  

MPLS can be considered a technology that has brought an 
oriented connection for IP protocol. Therefore, network 
services and applications can exploit all of the advantages of 
MPLS. In other words, MPLS is a connection oriented 
technology that uses a label swapping technique with IP 
network routing [12]. A label is a small, fixed index, which 
identifies a Forward Equivalence Class; a group of IP packets 
that are forwarded over the same path with the same packet 
treatments. With MPLS, the packet is faster than with use IP 
address because MPLS uses labels to quickly check the next 
hop that leads to the destination without going to the network 
layer to analyze the packets along the path.  

MPLS consists of routers: Label Switching Routers (LSR) 
and Label Edge Routers (LER). These routers use labels to 
quickly send packets to the destination. 

An LSR is a router that forwards both conventional IP 
packets and MPLS labelled packets. An LER is an LSR at the 
edge of the MPLS network to add and remove labels. An LER 
connects between the MPLS domain and the non-MPLS 
domain such as IP network.  

A flow of packets coming from a non-MPLS domain is 
first assigned a label at an incoming LER and its forward 
along the path as an old label is replaced with a new label at 
LSRs on the path. Therefore, a label is used to reach the next 
node.  

Although the exchange of label is required on the path, and 
the search of the network layer is not required at LSRs routers 
due to transmission of the link layer with labels. In routers 
LERS the labels are completely removed and the packets are 
transmitted directly to other networks. MPLS label switched 
paths are an essential element in delivering end-to-end QoS. 
Without them, it is not possible to control the path of packet 
flows from requested packet treatments.  

The assignment of labels to packets is based on the concept 
of forwarding equivalence class (FEC). According to this 
concept, packets which belong to the same FEC are assigned 
the same label at an ingress node to an MPLS domain. A FEC 
consists of packets entering a network through the same 
ingress node and exiting the network through the same ingress 
node. A FEC also consists of packets requiring similar QoS or 
packet treatment across the MPLS domain. The path traversed 
by a FEC is called a Label Switched Path (LSP). A signal 
protocol such as LDP (Load Distribution Protocol) or RSVP 
(Resource reservation Protocol) [17] is used to establish and 
release LSPs [13]. 
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Figure 1.  MPLS Network 

D. Traffic Engineering within MPLS 

MPLS Traffic Engineering [11] is an obligation for 
network operators to provide a fairly reliable infrastructure 
and provides quality performance. Traffic Engineering 
provides efficient routing of traffic in the network to the use of 
network resources. This allows operators the ability to better 
exploit bandwidth resources on the network [8].  

As a result of the unprecedented growth in demand for 
network resources and the competitiveness amongst providers, 
Traffic Engineering has become the primary application for 
MPLS.  

MPLS Traffic Engineering responds to the ineffectiveness 
of some routing protocols in terms of datagram processing in 
the case of congestion. It allows a wider distribution flow of 
traffic across all available resources. Load balancing for TE in 
IP network requires an ability to control traffic flow precisely. 
In the traditional metric-based control, an administrator can 
change only link metrics, and the changes of some link metrics 
may affect the overall traffic flow. To manage the 
performance of a network, it is necessary to have explicit 
control over the paths that traffic flows traverse so that traffic 
flows can be arranged to maximize resource commitments and 
utilization of the networks [13].  

The connection-oriented nature of MPLS allows ISPs to 
implement TE in their networks and achieve a variety of goals, 
including bandwidth assurance, different routing, load 
balancing, path redundancy, and other services that lead to 
QoS [9].  

MPLS networks can use native TE mechanisms to 
minimize network congestion and improve network 
performance. TE modifies routing patterns to provide efficient 
mapping of traffic streams to network resources. This efficient 
mapping can reduce the occurrence of congestion and 
improves service quality in terms of the latency, jitter, and loss 
that packets experience. Historically, IP networks relied on the 
optimization of underlying network infrastructure or Interior 
Gateway Protocol (IGP) tuning for TE. Instead, MPLS extends 
existing IP protocols and makes use of MPLS forwarding 
capabilities to provide native TE. In addition, MPLS TE can 
reduce the impact of network failures and increase service 
availability. RFC 2702 discusses the requirements for TE in 
MPLS networks.  

MPLS TE brings explicit routing capabilities to MPLS 
networks. An originating label switching route (LSR) can set 
up a TE label switched path (LSP) to a terminating LSR 
through an explicitly defined path containing a list of 
intermediate LSRs. IP uses destination-based routing and does 
not provide a general and scalable method for explicitly 
routing traffic. In contrast, MPLS networks can support 
destination-based and explicit routing simultaneously. MPLS 
TE uses extensions to RSVP and the MPLS forwarding 
paradigm to provide explicit routing. These enhancements 
provide a level of routing control that makes MPLS suitable 
for TE. 

E. Problem Context And Enhacem Ent Of Mpls-Te 

We propose an improvement for the FEC group treatment 
in order to consider the throughput as an important parameter 
for multimedia applications that allows it to select the best 
paths in its routing.  

MPLS-TE determines LSP as a sequence of labels in the 
packet to construct a path and to convey through these paths 
established by the protocol for distributing labels. The problem 
of MPLS-TE is how to select the FEC groups that satisfy some 
parameters of quality of service and in particular the 
throughput which can be considered as important parameter 
for some types of applications. The choice of FEC group is 
also according to several parameters (source address, 
destination address, QoS parameters). To solve this problem, 
we group all packets for multimedia applications in a specific 
FEC, with a high throughput, and LSP that consists of a 
sequence of labels for multimedia packets is associated with 
this FEC by the LDP protocol which provides this information 
to routers LSR on the throughput which we have chosen for 
packets multimedia in a specified FEC. Hence these 
multimedia packets take the paths that correspond to 
throughput as an important quality of service parameter. After 
the improvement in the FEC group associated with multimedia 
packets which are labeled, these packets with the principle of 
MPLS-TE are switched toward the MPLS-TE network by 
using number of label and the LSP paths. The LSR routers of 
MPLS-TE network switches the FEC labels that we improved 
to LER routers, taking into account the throughput that we 
have set for these multimedia packets. 

F. Simulation And Analysis Of The Solution 

To analyze the proposed solution and the effectiveness of 
our suggested enhancement in MPLS-TE, we use an event- 
driven network simulator targeted at networking research. The 
software version used in this paper is ns-2.34 with MPLS 
Network Simulator (MNS 2.0).  

MPLS-TE and EMPL-TE as discussed in the previous 
sections have several desirable capabilities. However in this 
paper, the simulation was chosen to demonstrate the ability of 
EMPLS-TE in providing Traffic Engineering. To demonstrate 
this capability, the simulations were setup using a normal 
MPLS, and a normal MPLS with Traffic engineering 
implemented (MPLS-TE). The results from these simulations 
are used for the comparison between the three approaches and 
evaluate our proposed scheme. Both simulations are based on 
the common topology. 
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G. Simulation environment 

The network consists of 90 nodes (in backbone, sources 
and destination). All links were set up as duplex with 15 ms 
delay and using Drop Tail Queuing, which serve packets on a 
First Come First Serve (FCFS) basis. The simulation time is 
200s and the links have a capacity of 1.5 Mbps and the 
transmitted flux in the network is multimedia. 

TABLE I.  SIMULATION PARAMETRS 

Simulation Parameter 

 

Value 

 

Simulator NS-2.34 

Simulation Time 200s 

Node Max. IFQ Length 50 

Data Packet Size 512 bytes 

Traffic type CBR(UDP) 

Packet rate  
 

4pkt/sec 

H. Performance Metrics 

The following metrics are used in varying scenarios to 
evaluate different protocols: 

Packet delivery ratio - This is defined as the ratio of the 
number of data packets received by the destinations to those 
sent by the CBR sources.  

End-to-end delay of data packets - This is defined as the 
delay between the time at which the data packet was 
originated at the source and the time it reaches the destination. 
Data packets that get lost en route are not considered. Delays 
due to route discovery, queuing and retransmissions are 
included in the delay metric.  

The metrics are measured against various mobility 
scenarios and with varying number of data connections. 

I.  Comparison between MPLS, MPLS-TE and EMPLS-TE 

 In this subsection, we present a comparative analysis       
of the performance metrics of the MPLS, MPLS-TE and our 
approach EMPLS-TE. 

 
Figure 2.  Average delay Vs number of sessions CBR 

Packet Delivery Ratio: 

Figure 3 gives the packet delivery ratio when the number 
of sessions (CBR) varies. With number of sessions from 60 to 
80 both EMPLS-TE and MPLS-TE has almost same packet 
delivery ratio but as with number of sessions from 10 to 60 the 

packet delivery fraction of EMPLS-TE is better. The ratio 
decreases rapidly in case of MPLS whereas MPLS-TE 
maintains the same ratio. Thus with the increase in number of 
sessions EMPLS-TE gives more packet delivery fraction 
thereby outperforming MPLS and MPLS-TE. 

 

Figure 3.  Packet delivery fraction Vs number of sessions CBR 

Packets loss :  

EMPLS-TE has less packets loss than both MPLS and 
MPLS-TE under almost all possible values of number of 
sessions. The difference is magnified under high number of 
sessions (40 and 60). The primary reason is that in MPLS-TE 
architecture, we group all packets for multimedia applications 
in a specific FEC, with a high throughput as compared to that 
in MPLS. MPLS-TE performs considerably better than both 
MPLS and MPLS-TE, because MPLS and MPLS-TE focus on 
LSP routes with the fewest hops, while MPLS-TE tends to 
choose the least congested route with a specific FEC. Also, 
when utilizing promiscuous listening MPLS-TE has to spend 
time processing any control packet it receives, even if it is not 
the intended recipient. For the time of simulation, the packets 
loss increases with an increase in the number of sessions. 

 

Figure 4.  Packets Vs Number of sessions 

Throughput with UDP : 

From Figure 5, it is clear that at 10 second, MPLS-TE 
gives better throughput than EMPLS-TE. As the simulation 
times increases to 50, both MPLS and MPLS-TE have almost 
the same throughput but as the simulation times increases 
beyond 200 EMPLS-TE outperforms MPLS-TE and MPLS (as 
the throughput of all MPLS, MPLS-TE and EMPLS-TE 
increase with simulation times).  

The throughput of EMLPS-TE is similar to MPLS and 
MPLS-TE between 10s and 50s. The architecture suffers a 
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little at fewer simulation times. At low simulation time, the 
throughput does not exceed 0, 4 Mbps in MPLS, MPLS-TE 
and EMPLS-TE due to packet collisions. This is because the 
number of collisions increases in EMPLS-TE due to the 
additional pending data packets sent by the intermediate routes 
during route discovery. The throughput increases quickly with 
increase in simulation times from 100s. Our EMPL-TE 
solution is very efficient at 200s. The obtained results show 
that EMPL-TE is an architecture designed for long periods. 

 

Figure 5.  Throughput Vs Simulation times 

Throughput with TCP : 

In the first two source nodes send the multimedia stream to 
their destination through the MPLS network, MPLS-TE 
network and EMPLS-TE network. And we calculate the TCP 
throughput and UDP throughput at two destinations (see 
Figure. 5 and Figure. 6), we note that between 0 second and 10 
seconds, our approach EMPLS-TE is more efficient, we obtain 
an important value of packet delivery ratio, but with author 
approach (MPLS-TE), the result is not efficient between 0s 
and 10s.  

This improvement of the packet delivery ratio is due to 
enhanced throughput with FEC that we changed in MPLS-TE, 
and as result it performs the transmission of multimedia 
stream. 

 
Figure 6.  Throughput Vs Simulation times 

III. Conclusion  

Through simulation results and analysis, it was clear that 
MPLS-TE does not provide a reliable service and improved 
packet delivery ratio as an important performance metric to 
ensure the arrival of received packets for sensitive applications 
as multimedia packets. 
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