
(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 12, 2014 

120 | P a g e  

www.ijacsa.thesai.org 

Weighted Marking, Clique Structure and Node-

Weighted Centrality to Predict Distribution Centre’s 

Location in a Supply Chain Management

Akanmu, Amidu A. G., 

School of Computing, 

University of Kent, Medway, 

ME4 4AG, Kent 

Wang, Frank Z., 

School of Computing, 

University of Kent, Canterbury, 

Kent 

Yamoah, Fred A., 

School of Business, 

University of Kent, Medway, 

ME4 4AG, Kent 

 

 
Abstract—Despite the importance attached to the weights or 

strengths on the edges of a graph, a graph is only complete if it 

has both the combinations of nodes and edges. As such, this 

paper brings to bare the fact that the node-weight of a graph is 

also a critical factor to consider in any graph/network’s 

evaluation, rather than the link-weight alone as commonly 

considered. In fact, the combination of the weights on both the 

nodes and edges as well as the number of ties together contribute 

effectively to the measure of centrality for an entire graph or 

network, thereby clearly showing more information. Two 

methods which take into consideration both the link-weights and 

node-weights of graphs (the Weighted Marking method of 

prediction of location and the Clique/Node-Weighted centrality 

measures) are considered, and the result from the case studies 

shows that the clique/node-weighted centrality measures give an 

accuracy of 18% more than the weighted marking method, in the 

prediction of Distribution Centre location of the Supply Chain 

Management. 
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I. INTRODUCTION 

The formal theory of social network analysis encompasses 
centrality measures, and these are to be employed in this 
research that dwells on the mergers of weights (link-weights 
and node weights) to evaluate network topologies and make a 
prediction. The strength attached to the nodes also called the 
node-weights represents a certain attribute of a particular node 
(e.g. population of a city), and the same goes for the strength 
attached to edges (e.g. distance between cities).[1] 

According to [2], in their study of weighted networks, they 
carried out statistical analysis of complex networks whose 
edges have assigned a given weight (the flow or the intensity), 
and such according to them can generally be described in terms 
of weighted graphs and more so that a more complete view of 
complex networks is provided by the study of the interactions 
defining the links of those systems. Although, [3], [4], [2], [5] 
have only emphasized on the attachment of weights to the 
edges and not to the nodes in their various studies, [6] and [7] 
have considered both the weights on the edges and also the 
number of edges attached to a particular node. This work 
however concerns itself with both nodes and edges while 
considering the degree, eigenvector, betweenness and 
closeness centralities. 

The importance of location of distribution centre is echoed 
by [8], when they said “Moreover, the advantage of an optimal 
location for distribution centre is not only to reduce 
transportation costs, but also to improve business performance, 
increase competitiveness and profitability”. 

Although, [9] indicated that “Rarely do members of a group 
have direct ties with each and every member.”, the case studies 
we focused on are the road links(edges) to shops coupled with 
the node weights(sales values of each shop) and this is such 
that every shop has a road link to another shop thereby forming 
a clique. 

Link-Weighted Centrality 

The equation (1) below represents the weighted degree 
centrality with respect to the edges or links. 
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where p is the focal node ; q= adjacent node ; w= weight 
attached to the edge ; and n= total number of nodes in the 
graph. 

The above argument is now extended to the weighted 
centrality of the four measures, i.e. Degree, Closeness, 
Betweenness and the Eigenvector. The degree centrality of any 
node S taking cognisance of the strength of the incident edges 
is herein defined as the weighted degree centrality of node s 
and is represented in normalised form as 

                                                                    (2) 

where wst is the sum of the weights of edges connected to 
the particular source node s and t represents a particular target 

node. In the same vein, the weighted closeness centrality,  

(s) is also represented by 

                                                                   (3) 
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where dw(s,t)  is the weight of geodesic paths between s and 
t, while the weighted betweenness centrality is 

                                            (4) 

where  is the number of the shortest geodesic paths 

from s to t,  (v) is the number of the shortest geodesic 

paths from s to t that pass through node v and w is the assigned 
weights to the ties. Similarly, the weighted eigenvector 
centrality could be seen as 

x = A
w
x                                                                                  (5) 

where A
w
 is a square matrix of the weights on the edges of 

A and x is an eigenvector of A. 

A tuning parameter α was introduced to determine the 
relative importance of the number of ties compared to the 
weights on the ties by [7]. Equation (6) below thereby 
represents the product of degree of a focal node and the 
average weight to these nodes as adjusted by the introduced 
tuning parameter. So, for weighted degree centrality at α we 
have: 
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where kp = degree of nodes 

Sp =  (p)  as defined in (1) above ,  and α is ≥ 0 

So for weighted closeness centrality at α we have 

                                         (7) 

where ki =degree of nodes and si = (s)  is as defined in 

(3) above,  α is ≥ 0, and similarly for the degree centrality; 
betweenness centrality and eigenvector centrality. 

Weights On Nodes 

In the supply chain management (SCM), the node-weights 
could be any of the volume of sales,  cost of storage or 
turnover at a depot/store, while the edges will be the distance 
between each depot and  a proposed distribution centre (DC). 
TESCO shops of different counties are used as case studies 
here. 

For the SCM, since the shops sampled are maximally 
connected, the advantage of the clique structure was exploited 
to map out different clique of shops and thereby making the 
most central node of the chosen clique to be representative of 
that clique for the purpose of prediction of a proposed DC. 

Node-Weight Modified Centrality Measure 

From (6),  when α=0 only the degree of nodes will be 
measured and if α=1 only the weights on the ties are measured. 

In view of this only the cases whereby α is less than 1 or 
greater than 1 shall be considered, specifically cases of α 
=0.25; 0.5; 0.75; 1.25; 1.5 and 1.75 

A tuning parameter  was introduced by [1] to take care of 
the weightedness on the nodes, although the tuning parameter α  
was applied to the degree/strength of the edges. The newly 
evolved equation by way of introduction of a tuning parameter 

 will now be the product of degree of a focal node, the 
average weight to these nodes as adjusted by the newly 

introduced tuning parameter  and the weight accorded to each 

node. So, for weighted degree centrality at α and  we shall 
now have 

                              (8) 

where ki = degree of nodes 

si =  (s)  as defined 

zi = weight of nodes, where α ≥ 0 ; {  : -1    1} 

The choice of value of  depends on what effect the weight 
is having on the new centrality measure, if for instance the 
weight is having a positive effect (e.g. profit) the positive value 

of  is employed otherwise the negative value(e.g. loss) shall 
be used in our calculation. 

The next sections are organised as follow, section II 
discusses the two methods Weighted Marking Method and 
Clique Structure/Node-Weight Modulated Centrality Measure 
as applicable to the supply chain management. Section III 
explains the implementation of the exercise with such tools as 
UCINET, tnet and Excel while section IV shows the 
predictions of the new distribution centres. Section V 
concludes with the discussion of the results. 

II. WEIGHTED MARKING METHOD AND CLIQUE 

STRUCTURE/NODE-WEIGHT MODULATED CENTRALITY 

MEASURES APPLIED TO SUPPLY CHAIN MANAGEMENT 

A. Weighted Marking Method 

 

 

 

 

 

 

 

Fig. 1. Figure showing schematic diagram of Weighted Marking Method, 

with cones as shops & EDC as existing DC 

Three main stages were proposed by [8] in choosing a 
location for DC using the Weighted Marking Method (WMM): 

Stage1 – Identification of a general geographical area for 
DC based on the principle of centre of gravity while 
considering socio-economic factors. For the Scotland region in 
our case study, Glasgow and Edinburgh are considered as 
being the most populated and with tendencies for more 
economic activities. 
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Stage2 – Identification of alternative locations of DC, these 
are the shops (cones) as in fig.1 whereby EDC is the existing 
DC. The considered criteria for the cities in stage1 are: 
Criteria1 - C1 (proximity to customer bases); C2(Expansion 
capability); C3(percentage of unemployment [to measure 
availability of labour force]) and C4(Average Income of 
residents[to measure standard of living]). 

Stage3 – Selection of specific sites among the alternative 
locations in Stage2 using quantitative approach after having set 
a certain treshold (e.g. Composite functions greater than or 
equal to 5), i.e. the composite point for each node is calculated 
using the formula below: 

Composite Point= ∑1
4
(Point related to each criteria * weighting 

factor of that criteria)                                                               (9) 

Thereafter the minimum from the products of Sales 
Volume and Distance is chosen as in (10) below 

Min{VD}=min{Volume of Sales*Distance}        (10) 

Applying the technique of [8], the result of Table1 was 
obtained: 

From above, node 79 is the winner and its distance from the 
existing DC is 14.1 units, therefore the error of prediction is 
14.1/60 * 100 = 23.5%, which gives an accuracy of 76.5%. 

The network coverage of an existing distribution centre 
(DC) located at Scotland was investigated and the retail outlets 
or shops are considered as nodes with the value of sales taken 
to be the weights on the nodes while distances between nodes 
are regarded as the weights on the edges. For our sample a 
30miles radius coverage of shops from the existing DC was 
taken and this makes 63nodes all connected by distances (see 
fig.2 below). The nearest DC to this existing one is some 
171miles away, so our coverage for this purpose is of 60miles 
diameter, although this could be extended in future. Out of the 
community of 63 shops, the Central and Lothian Counties 
accommodated 43 of these shops while Glasgow city and 
Edinburgh have 30 of these. The existing DC at Livingston is 
actually situated in-between these two cities. The clique of 
shops within Glasgow and Edinburgh were examined and the 
most central from the two cliques were considered for the 
prediction of the new DC. 

B. Clique Structure/Node-Weight Modulated Centrality 

Measures 

The first case study was the region of Scotland and the 
second was for the region of Northern Ireland. As depicted in 

fig.2. below, the clique of a graph is considered from among 
which the most central of the nodes is taken to be 
representative of that clique, which in turn is considered for the 
prediction test along with the other cliques. From the Node-
Weighted Centrality Measure, the two nodes 5 and 22 are the 
most central in terms of the node-weightedness, thereby 
representing the cliques of Glasgow and Edinburgh 
respectively. 

 

 

Fig. 2. Figure showing the coverage of the 30miles radius of Scotland, 

cliques at Glasgow & Edinburgh ( Source : www.rightmove.co.uk ) 
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Fig. 3. Figure showing the cliques at Northern Ireland cities (Londonderry, 

NewtonAbbey & Belfast) 

Tables II & III below show the respective results that were 
obtained when the Node-Weight Modulated Centrality 
Measures are applied to the 7  nodes of Glasgow and 23 nodes 
of Edinburgh from the supply chain management dataset. 

III. IMPLEMENTATION 

The initial dataset of the distances between the 30 sales 
outlets of Glasgow and Edinburgh’s cliques were presented as 
a 7x7 square matrix and 23 x 23 square matrix respectively, 
these were obtained from the UCINET and tnet software, saved 
in Excel format and later imported into UCINET for the 
purpose of centralities calculations, see fig. 4 below. 

The results came out as text files listing the different 
columns for each centrality measure, and for the purpose of 
calculations of the node-weight modulated centrality, the 
values from the text files were exported into Excel where a 
column was created for the weights on the nodes. Tables II & 
III below depict the node-weighted centrality measures at 

different values of alpha (in terms of degree, closeness, 
eigenvector and betweenness). 

 

Fig. 4. Figure showing the implementation of node-weighted centrality 
measure to the cliques of SCM 

The radius of coverage according to fig.1 is 30miles, 
accordingly the farthest possible distance apart of any two 
nodes will be the diameter of such circle which is 60miles. 
This was used for the calculation of ratio of distances from any 
node to that of farthest distance apart.  The percentage error of 
prediction is therefore calculated by multiplying this ratio by 
100 and from this emerges the percentage accuracy. 

IV. CLIQUE/NODE-WEIGHTED MEASURE APPLIED TO THE 

SUPPLY CHAIN MANAGEMENT (SCM) 

x is the proportional distance to the proposed Distribution 
Centre. TSV = Total Sales Values 

The driving distance between node 5 (representing 
Glasgow clique) and node 22 (representing Edinburgh clique) 
is 42.8miles. 

1-x/ x = 41270/72743 

x = 0.36 (i.e. 36% of 42.8) which is 13.1miles 

If x is some 13.1miles away from the highest sales valued 
node 22 (Edinburgh) , and the existing DC is 15.4 miles away 
from the same node 22, the difference of the predicted DC will 
be 2.3miles away from the existing DC, hence 

The error rate of the predicted DC = (2.3/42.80) x 100 = 
5.37% i.e. the percentage accuracy of the prediction = 94.63% 
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With all the results above one is now in a position to 
predict the most probable (regions with respect to the nodes) 
that could serve as a distribution center for all other outlets 
considering their node-weighted centrality and clique 
structures going by the percentage accuracy of the prediction. 

Similar argument is also extended to some 51 shops at the 
Northern Ireland whereby three cliques are considered, that is 
the cliques at Belfast (14 shops); Londonderry (three shops) 
and NewtonAbbey (four shops). See fig.3 above, whereby the 
centre of mass of the triangle was considered to be the 
predicted Distribution Centre, while the angles of the nodes are 
calculated using the cosine rule, see fig.5 below: 

 

Fig. 5. Figure showing the angles of triangle BNL, distances apart of the 

nodes and sales values of each clique 

Since only the distance between the shops are available, 
from the calculated angles the co-ordinates were arrived at. See 
fig.6.  

From the figure above, B(0,0) indicates origin whereby x1= 
0 and y1 = 0 

a1 = 74.2 Cos46.4 = 51.17 
h = 74.2 Sin46.4 = 53.73 

The co-ordinate of the centre of mass for the triangle BNL 
is calculated using facts from fig.6. above, whereby x1= 0; x2= 
7.4 ; x3=51.17 ; y1 = 0; y2 = 0; and y3 = 53.73 

Total sales value at clique B (w1 = 88732) ; at clique N (w2 
=18929) and at clique L (w3 = 16279) . 

 

Fig. 6. Figure showing the co-ordinates of the triangle 

Hence, for the predicted DC (the centre of mass), the co-
ordinates are 
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  (the total weights on the nodes) and 

n = number of nodes/vertices. 
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Substituting in the values from fig.6 above, equations (ii) 
and (iii) become respectively, 

xcm = {[0 x 88732]/[88732+18929+16279] + [7.4 x 

18929]/[88732+18929+16279] + [51.17 x 

16279]/[88732+18929+16279]}/3 
therefore, xcm =2.62 . Similarly, ycm = 2.35 

So, the predicted DC has co-ordinates (2.62, 2.35), hence 
the distance from clique B as shown in fig.7.  

BP = {2.35
2
 + 2.62

2
)

½
 = 3.52 

From fig.3 above, the existing DC is 6.3 miles to the clique 
at Belfast, so the error is 6.3 – 3.52 = 2.78 , that is, the 
percentage error is (2.78/73.6 x 100) , the farthest distance 
apart from the existing DC being 73.6, therefore the percentage 
accuracy for this prediction is 96.2%. 

 

 

Fig. 7. figure showing the carved out portion of triangle BPH from triangle 

BNL of fig.6 above. P is the predicted DC 

TABLE I.  RESULTS OF WEIGHTED MARKING METHOD APPLIED TO SCOTLAND DATASETS 
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78 390 Express 
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79 70 Express 
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80 320 Express 

EDINBUR
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TABLE II.  TABLE SHOWING THE NODE-WEIGHTED CENTRALITIES AT DIFFERENT ALPHA AND AT BETA=1 FOR GLASGOW (CLIQUE1)

 NODE-WEIGHTED DEGREE CENTRALITY NODE-WEIGHTED EIGEN-VECTOR CENTRALITY NODE-WEIGHTED BETWEENNESS CENTRALITY NODE-WEIGHTED CLOSENESS CENTRALITY 
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V. CONCLUSION

Two case studies were considered in the supply chain 
management, one considered two cliques with horizontal 
distance apart (case study of Glasgow clique and Edinburgh 
cliques in Scotland), while the second case study considered 
the triangular shaped cliques of (Londonderry, NewtonAbbey 
and Belfast , in the Northern Ireland). 

The  results obtained show that the combined weights have 
an obvious effect on the centralities of the nodes considered as 
evidenced in the case studies of the Supply Chain 
Management(SCM). The tuning parameters alpha (whose 
values range between 0.25 and 1.75) acts as the bounds for the 
relative importance of number of ties/weight of ties and the 
tuning parameter beta (whose values are -1 and +1) serves as 
multiplicative/dividing factors for weights of nodes. 

Graphs in the SCM were considered and effects of the 
combined weights on  edges (distance between shops) and 
weights on nodes (sales value for SCM) were evaluated taking 
the betweenness, closeness, eigenvector  and degree centrality 
into cognisance. The resulting node-weight modulated 
centrality was then applied to the sales dataset while 

introducing an additional tuning parameter  thereby making 

use of two parameters α and . 

The resulting predictions in both cases were 94.6% accurate 
for the Scotland cliques compared with the accuracy of 76.5% 
obtained with the Weighted Marking Method while 96.2% of 
accuracy was obtained in the case study involving the Northern 
Ireland with the clique/node-weighted centrality measure. 

VI. FUTURE STUDIES 

The links/edges between nodes might not just be road 
linkage, two attributes might be considered, e.g communication 

bandwidth within two nodes and physical distances between 
them could be combined in future. 

This model could be further extended to other datasets such 
as in the area of disease control, whereby the model can be 
used to detect the most central region where epidemic diseases 
are proned to spread easily or to find the most vulnerable group 
in the society to an epidemic disease. Here the node weight 
could be the preponderance of an infectious disease in a 
particular node and the edge weight will be the distance apart 
from of highly infected nodes to other nodes in such a graph. 
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