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Abstract—Workflow systems by it’s nature can help bioin-
formaticians to plan for their experiments, store, capture and
analysis of the runtime generated data. On the other hand, the life
science research usually produces new knowledge at an increasing
speed; Knowledge such as papers, databases and other systems
knowledge that a researcher needs to deal with is actually a
complex task that needs much of efforts and time. Thus the
management of knowledge is therefore an important issue for life
scientists. Approaches has been developed to organize biological
knowledge sources and to record provenance knowledge of an
experiment into a readily resource are presently being carried
out. This article focuses on the knowledge management of in
silico experimentation in bioinformatics workflow systems.

Index Terms—Bioinformatics Workflows; Knowledge Manage-
ment; Ontologies; Scientific Workflows; Semantic Web.

I. INTRODUCTION

Scientific experimentation in science domains contains all
required aspects of the experimentation process including data
analysis, modeling, and testing [1].

A workflow is a well-defined organization of activities or
patterns designed to achieve a certain data transformation [2].
Workflow systems by it’s nature can help bioinformaticians
to plan for their experiments, store, capture and analyses
of the runtime generated data [2]. Complex workflow
systems that integrate programs, methods, agents, and
services coming from diverse organizations or sites requires
a more flexible framework that can execute such complex
scenario [3] . In such a way, the execution sequence and the
scheduling of algorithms, data, services, and other software
components are orchestrated in a single virtual framework [3].

Workflow systems construction process include but not
limited to the following steps [2]:

(a) Users define typical execution patterns for computational
process.

(b) The system store the generated pattern form step 1.

(c) Later the users can retrieve such pattern for modifications
and re-execute them in different scenarios.

Figure 1 shows a simple workflow example for constructing

phylogenetic tree to a given sequence. The steps required to
construct phylogenetic tree [4] which begin with the user
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Figure 1: A Simple Workflow For Constructing Phylogenetic
Tree

Step 1 Choose an appropriate markers for the phylogenetic
analysis from the workflow database.

Step 2 Perform multiple sequence alignments for the
matched sequences in stepl.

Step 3 Select an evolutionary model.

Step 4 Reconstruct the Phylogenetic tree.

Step 5 Evaluate the phylogenetic tree.

Consider for example Step 2; a wide range of algorithms
can perform the alignment like
(a) synchronous Blast services, and (b) Blast services. Hence,
the workflow enable the user simply specifies that a Sequence
Alignment is desired. On the second hand expert users can
choose to specify all the analysis required for every step in
the workflow.

Our level of understanding will be increased to more
effectively solve problems and make required decision via
knowledge management (KM) discipline [5]. KM is subject
that provides strategy, process and technology to share infor-
mation and expertise among users.

KM has been an important subject disciplines for many
fields today which needs understanding knowledge processes
and selecting the most appropriate KM systems that can help
in creating, storing, and more effectively sharing knowledge

[5].

A bioinformatics workflow system seems by its nature could
benefit from KM principles and methodology [6] [7]. The main
reasons are bioinformatics workflow systems usually interact
with [8]:
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1) A modern infrastructure that are frequently change.

2) General community knowledge.

3) The biologists who generally prefer to share their knowl-
edge with each others.

4) Also those workflows usually acquire fast accessible
knowledge sources.

Therefore, in the bioinformatics, KM can be defined as a
systematic process that allow creating, capturing, sharing, and
analyzing knowledge in ways that affect system performance
and availability [9].

With the vast amount of the available bioinformatics tools,

services and algorithms that can execute the biologists tasks;
it’s a must to have certain technology that allow automation
and discovery of such resources, in addition to that the
bioinformaticians need to create complex workflows from a
wide range of available web services knowledge base. So far
the emergence of the semantic Web technology (SW) [10] is
starting to have a significant impact on knowledge integration,
querying, and knowledge sharing in the life science domain
[10], [11].
The success of knowledge management system (KMS) in
Bioinformatics can be achieved by the assistance of knowledge
technology. Knowledge technology is a part of KM, refers
to an unclear set of available tools that enable better
representation, organization and exchange of information and
knowledge [8] [1]. Among the existence technologies are
knowledge mapping, collaborative technologies, semantic
technologies and social computing tools [12].

The growing acceptance of the semantic web as a means
to manage biological knowledge is noteworthy [1] as SW
technology offers more flexibility in data modeling by
integration of large amounts of data [11]. Therefore, This
paper will discuss the technical perspectives on KMS in
Bioinformatics that focus on technology, ideally those that
enhance knowledge sharing and growth in bioinformatics
domain.

The rest of the paper is organized as follows: Section II,
presents how semantic Web technology is an effective knowl-
edge management technology in life science domain. Section
III, discussed knowledge management efforts in Bioinformat-
ics workflow systems and presents the knowledge management
life cycle in bioinformatics workflow systems. Section IV
explain semantic system biology cycle. Section V presents
related work about workflow and workflow systems in life
science. Finally, section VI concludes and outlines directions
for future work.

II. TOWARDS EFFECTIVE KNOWLEDGE MANAGEMENT IN
THE LIFE SCIENCES

Semantic Web (SW) technology is an effective knowledge
management technology in life science, since it allow
automatic discovery and execution of web services that can
handle the workflow tasks, which prevents biologists from
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the need to working with similar or time-consuming tasks,
such as taking manual copy of one tool and then pasting that
tool to another tool [10].

SW depends on a set of web technologies specifically
designed to facilitate automated machine interoperability [10].
It promises to meet the challenge of integrating and querying
highly diverse and distributed resources [13].

Systems based on SW would provide sophisticated
frameworks to manage and retrieve knowledge. Ontologies in
biology (bio-ontologies) and the semantic Web are playing a
vital role in the integration of data and knowledge by offering
an explicit, unambiguous and rich data and knowledge
representation mechanisms [14] [10].

Biomedical ontologies are playing an important role in
life sciences semantic web since they help in capturing the
semantics of entities and their interrelationships within biology
domain, thereby reducing conceptual ambiguity, increasing re-
usability and computational automation that aids in knowledge
gathering and discovery [15].

Ontologies can be classified according to the degree of con-
ceptualization which includes [12]:

1) Upper-level ontology: Ontologies that describes general
concepts which are independent of a particular domain.
Their applicability is in providing support to a large
number of ontologies. The Basic Formal Ontology' is
a widely used upper level ontology in a number of sub-
domains within the life sciences.

2) Domain ontology: The knowledge represented in this
type of ontology serves a particular domain by providing
vocabularies about concepts and their relationships gov-
erning the domain such as The Gene Ontology (GO)?.

3) Application ontology: These ontologies are typically
used to define concepts for a particular use case. For
instance, EFO? is used to represent concepts and sample
variables from gene expression experiments. An ontology
that captures knowledge related to the cell cycle pro-
cesses.

III. WORKFLOWS AT THE KNOWLEDGE LEVEL

Bioinformatics workflow systems could benefit from KM
efforts that define strategies to capture the vast amount of
available bioinformatics tools, services and algorithms that
can execute a certain biologists tasks. Knowledge management
(KM) processes encompasses many tasks such as knowledge
formulation, storage and distribution [14]. Figure 2 represent
knowledge management life cycle in bioinformatics [14]

1) The Creation stage identify the major bioinformatics
system components including rich knowledge base about
services/tools , algorithms and data conversion methods.

Uhttp://www.ifomis.org/bfo/
Zhttp://geneontology.org/
3http://bioportal.bioontology.org/ontologies/EFO
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2) The Identify or collect stage collects the local and
shared knowledge, algorithms, other workflows prove-
nance, scientific theories and available scientists expe-
rience to create the selected main knowledge domains
components.

3) The Select stage takes the composed collected knowl-
edge and evaluate its value. For organizing and classifying
knowledge that will be stored in the knowledge reposito-
ries; one framework should be selected..

4) The Store stage classifies the collected knowledge and
adds them to the workflow system.

5) The Share stage retrieves knowledge from the workflow
system and makes it available to the system users. Sci-
entists often needs to share and use ideas, results of
experiments, knowledge expertise over the network or
from other workflow systems.

6) The Apply stage reuses the collected knowledge in
executing workflow tasks, building new workflow, dis-
covering new research ideas, taking important decisions
and learning new thought.

7) The Update stage provides a creative update and au-
tomated knowledge discovery platform by investigat-
ing uncovered new knowledge, such as new methods,
algorithms, scientists feedback, analysis, research, and

experimentation.
Update
Km:rwledge
Create
‘ Apply Knowledge
| | \
knowledge
s Repositry
I Collect
Share
Knowledge Knowledge
Store Select
KEnowledge KEnowledge

d

Figure 2: Knowledge Management Life Cycle

Workflow systems can be defined as repositories of
scientific knowledge [2] [16]; so Does describing workflow
systems at the knowledge level could define new concepts? if
so, we have to ask what should workflow systems expected
to achieve by using that knowledge?

Figure 3 shows a set of layers in the workflows specification
process, the layers organized such that from more abstraction
level to more specific level. The information contained on
each layer can be used to implement the layer below it.
Workflows specify what data will be used as well as the
services or codes that are to be used to execute each workflow
task. Those refers to layers 2 and 1.
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The data and services that has been specified in level 1
workflows are then mapped to actual execution resources in
the execution environment, resulting in level O workflows.

Moving up in the figure levels, some workflow steps can be
ignored if they are not central to the experiment a workflow
can then be described not by the specific resource but by
identifying classes of services to be used instead.

For example, if a workflow to Construct phylogenetic
tree [4] is needed; user query sequence is first processed
with normalization step followed by sequence alignment
step, followed by selection of an evolutionary model, and
then Phylogenetic tree reconstruction without specifying any
algorithm or methods to be used.

Workflows at level 3 does not specify how each operation
will be executed in relation to other operation in the workflow
instead it specify how data will be carried out. At a highest
level of workflow abstraction, only the desired results
would be specified without any other details. For example,
Construct phylogenetic tree to a reference sequence without
any details are provided about how to construct the tree or
what workflow to be used or what type of data to be generated.

Having scientific workflow means to have a wide range
of methods, algorithms, and tools that can perform a given
workflow task at different level of granularity; in addition
to that, the architecture at the symbol level describes the
capabilities of workflow systems and how to execute the
workflow identified tasks [2].

On the other hand, the knowledge level describe the
scientific tasks that a workflow system expected to accomplish
through suggestion of descriptions and capabilities that would
affect what can be done. With more knowledge about
workflows usage and integration will improve the workflow
behavior by solving more tasks and producing new kinds of
results [2], [17].

Figure 3, also relate workflow abstraction layers to the
knowledge level and the symbol level. In summary having
systems that can take workflows requests from users, and then
execute the workflow without any details about execution
details or resources would decrease the inexperienced user
overload who have small amount of knowledge about the
workflows tasks selection and execution.

IV. REASONING WITH WORKFLOWS AT THE KNOWLEDGE
LEVEL

To receive the accurate knowledge that can improve any
system performance requires a system that can determines the
user purposes, and then tracks the user’s actions and behavior.
[18]
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Figure 3: Workflow Abstraction Layers

Semantic system biology (SSB) provides a semantic
description of the knowledge about the biological systems
on the whole facilitating data integration, knowledge
management, reasoning and querying [7]. Figure 4 describe
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Figure 4: Semantic System Biology Cycle

the semantic systems biology cycle [10]. The cycle begins
with gathering and integrating biological knowledge into
a semantic knowledge base; then data are checked for
consistency, then; (B)This yields criteria about particular
functions of biological components that may be used to
design experiments; (C) The experiments generates new data
and might also verify the design criteria.(D)The new data are
then integrated into the knowledge base, thereby enhancing
the quality of the knowledge base and allowing a new cycle
of hypothesis building and experimentation.

With knowledge of what workflow components do, and
experiment design; workflow systems can assist scientists
by using those knowledge to make automatically decisions
concerned about specific domain [19].

Figure 5 is a schematic representation of the workflow in
SSB [13]. Firstly, biological knowledge is extracted from
disparate resources and integrated into a knowledge base.

Given the user query and knowledge base about the ap-
plication domain and input data: the reasoner identifies the
strategies to the user to use and run the tools that can execute
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his/her request. Executor then run the completed workflow
and updates the knowledge base with the results of workflow
execution that can be used to make new inference.

Reasoner

o Executor
b Knowledge
e ey

updates
results
runs

web
Services

Figure 5: Reasoning in Workflow system at knowledge Level

V. WORKFLOWS AND WORKFLOW SYSTEMS

There have been a large number of workflow design and

execution engines that supports In silico biological study.
Workflows Systems have been used as a useful paradigm to
model and manage complex scientific analyses [2] [3].
Some scientific workflows represent how to use and compose
a variety of remote services to accomplish an overall
task. Other workflows systems have incorporated semantic
component to support knowledge representation of workflows
execution.

Galaxy in [15] is a workflow web-based platform for
analysing genomic sequences. In Galaxy several tools can be
merged, ranging from simply manipulating data to complex
analysis tasks. Galaxy provide an flexible construction of
workflows as it can:

o Combine knowledge of current workflow tasks.

o Can be executed from a single Web interface.

« Share the output of the tool by sending the current results
to other tools as input.

« Store the history of all performed actions which facilitate
the analyses of any task at any time.

o Galaxy can use users history to build workflow.
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o The workflows can be re-used in other systems, like other
servers or myExperiment [15].
e The capturing of data provenance and the context of a
workflow are automatically tracked and managed.
Wings [20] a workflow system that allow users to describe
their desired analyses tasks. After the users describe their
goal Wings begin automatically to validate the input goal
and data by using a knowledge base (using ontologies and
rules) about workflow components and finally map each task
to services that Pegasus [16] use to execute that task.
Wings organize all workflow components in hierarchies;
components such as workflow tasks, data, properties, and
constraints regarding their proper use. In addition Wings
allow users to describe a workfow templates that can be
reused for different scenarios, and it also can automatically
build workflows using data products descriptions of what the
user prefer.

In [21], the author presented Sesame a semantic
bioinformatics workflow design system with new ontology
for bioinformatics tools/services. Sesame allows the biologists
to perform their analyses using terms that they are familiar
with. After designing the semantic workflow, Sesame have
a knowledge repository that associating each analyses entity
with the instances of bioinformatics tools/services and data
that previously had been used to handle such data and tasks.
Sesame free the biologists from the necessity of learning the
details of the computational aspects of the bioinformatics
tools. Also, Sesame can perform simple instantiation cases
and for each analyses entity Sesame ask the user to select
one instance of bioinformatics tools/services. Then, the user
specifies the parameters and input data for the selected tool.

Taverna [22] is a workflow building platform that facilitate
the matching process of users requests with the available
workflows templates and services via using of rich knowledge
descriptions of workflows components that enable users to
specify either the type of service they wish to use or a graph
of workflow services and their dataflow. On the other hand
Taverna is designed as a do-it-all platform, which can be very
complex to be used for biologists with limited computing
background.

The authors in [13] have utilized several semantic
technologies to identify the scientists intent, and then to
facilitate the control of workflow execution and enrichment
of workflow provenance of new tasks,

The Magallanes [23] is a library that can develop effective
workflow discovery engines that can help to collect web-
services which will be used to execute workflow tasks and
it’s datatypes. The discovery of Web services can be based
on syntax description of services or objects that is it’s name
which is often unsatisfactory in bioinformatics because it
presumes knowledge of objects names or semantics services
discovery by specifying a general descriptions about services
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or objects which allow to have a more accurate discovery
mechanism. Magallanes uses a syntactic text-based approach
and a semantic approach to collect different services that can
handle the input and output data types.

In [24] a framework for services selection in the life-
sciences is proposed. The solution build workflows by
data-type matching methods that provide less time and effort
through selection of best services that can handle workflow
tasks so that a small set of the available services that can
achieve user task are identified.

Kepler [25] is a graphical system for scientific workflows
design, execute, reuse, and sharing. Kepler’s provide high
effective workflow designing process by monitoring data and
provenance information during the initial workflow design
stage Kepler supports also many advanced features such as
automatic workflow validation and editing; by providing a se-
mantic annotation of workflow tasks from a domain ontology.
Also Kepler’s workflows are created by connecting a chain of
workflow components together called Actors each Actor has
several ports through which input and output ports containing
data and data references are sent and received. Each workflow
has a Director that determines the model of computation used
by the workflow,

The knowledge level of any intelligent workflow system is
concerned with the kind of knowledge it can use, and how it
response to users requests, or what is the user’s goals. [1]

The initiatives proposed comparisons given in Table I
demonstrate what is the advantages of the semantic web
technologies workflow design systems [10], including;

o Automatic workflow generation. During the building
of workflows the system can automatically build the
workflow without the need to any other tools as it has
it’s own knowledge about the workflow components, and
data.

o Workflow validation ; the knowledge of components and
data that the system have about the different operations
enables the workflow system to validate any workflow
task even in a complex composition scenarios.

o Automatic metadata generation; the descriptions of
new data products that are generated during work-
flow execution are automatically generated as we have
knowledge-level descriptions on each datasets.

o Guarantee of trusted provenance; Learning from pre-
vious designs that perform a similar task when designing
a new workflow is more economic and efficient. That is;
if the provenance of new data products obtained through
a highly efficient presumed workflow systems it can be
a good indicator of high quality process used to obtain
those new results.

The system can include knowledge base that integrate its
components with Semantic about provenance that comprises
the experiment with all the other metadata about experiments
which help the scientist to learn how to use and compose
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Table I: Workflow Systems at Knowledge Level

Vol. 6, No. 1, 2015

presented in any workflow system [18]. So workflow methods
could focuses on Semantic regularity analysis that focuses on
the knowledge encoded in the ontology, rather than how it is
spelled.

Feature Galaxy | Wings | Taverna | Sesame | Kepler
Can workflow generated automatically? Yes Yes Yes Yes Yes Yes
Does the user queries is validated? Yes Yes Yes Yes Yes Yes
Can workflows be shared with other users? Yes Yes Yes Yes Yes No
Can results be shared with other users? Yes Yes Yes Yes Yes Yes.
Data provenance available? Yes Yes No Yes Yes No
Can a user add a web service to the tool? No Yes Yes Yes No Yes
The description of new data products? Limited Yes Yes Yes Yes Yes
Contain widely accepted workflows? No Yes Yes Yes Yes No
Automation of workflow execution. Yes Yes Yes Yes Yes Yes

services in a another workflow systems. Also mining prove-
nance data of repeatedly executed workflow tasks could help to
identify the performance and quality information about those
services that can execute a similar tasks or accepting the same
inputs data type. This information can assist the scientist to
choose between vast amount of alternative services. [7] [14]

VI. CONCLUSIONS AND FUTURE WORK

Knowledge management is a broadly defined concept vary-
ing from one domain to the other. For instance, knowledge
management in the business domain [26] would mainly deal
with management of business activities such as business poli-
cies, assets and risk assessments. In comparison, knowledge
management in bioinformatics [19] deals with management of
what is understood about the various components of a system
of interest. Also knowledge representation plays a crucial
role in the facilitation of processing and sharing knowledge
between people and application systems.

Additionally, knowledge representation languages should
adopt a common syntax that is reusable and enables parsing
of data in a semantically unambiguous manner [5]. Ontologies
in biology (bio-ontologies) and the semantic Web are playing
vital role in the integration of data and knowledge by offering
an explicit, unambiguous and rich representation mechanism.
This increased influence led to the proposal of the seman-
tic systems biology paradigm to complement the techniques
currently used in systems biology. semantic systems biology
provides a semantic description of the knowledge about the
biological systems on the whole facilitating data integra-
tion, knowledge management, reasoning and querying. These
conditions in scientific workflow environment will support
intelligent inferencing of facts over a given biological domain
and also facilitate processing of information even in complex
scenarios that require composition of different sources, or
algorithms to be handled.

For future work workflow system could benefit from iden-
tifying syntactic patterns [27] which are sets of axioms in
an OWL ontology with a regular structure. Detecting these
patterns and reporting them in human readable form should
help the inexperienced workflow users to understand the style
of ontology and is therefore useful in expressing the bioin-
formatics experiments knowledge more preciously. However,
the detection of such patterns is sensitive to variations in the
assertions [27].

Also its a must to differentiate between axioms that are
semantically equivalent but syntactically different as in this
case it can lead to reducing the effectiveness of the knowledge
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