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Abstract—In cognitive radio networks where secondary users 

(SUs) use the time-frequency gaps of primary users' (PUs) 

licensed spectrum opportunistically, the experienced throughput 

of SUs depend not only on the traffic load of the PUs but also on 

the PUs' service type. Each service has its own pattern of channel 

usage, and if the SUs know the dominant pattern of primary 

channel usage, then they can make a better decision on choosing 

which service is better to be used at a specific time to get the best 

advantage of the primary channel, in terms of higher achievable 

throughput. However, it is difficult to inform directly SUs of PUs' 

dominant used services in each area, for practical reasons. This 

paper proposes a learning mechanism embedded in SUs to sense 

the primary channel for a specific length of time. This algorithm 

recommends the SUs upon sensing a free primary channel, to 

choose the best service in order to get the best performance, in 

terms of maximum achieved throughput and the minimum 

experienced delay. The proposed learning mechanism is based on 

a Bayesian approach that can predict the performance of a 

requested service for a given SU. Simulation results show that 

this service selection method outperforms the blind opportunistic 

SU service selection, significantly. 

Keywords—Cognitive Radio; Service Selection; Bayesian 

Networks 

I. INTRODUCTION 

Efficient utilization of the scarce frequency spectrum 
resources has been the main reason to attract many 
researchers' interest to study dynamic spectrum access 
methods [1, 2]. Measurements have shown that the licensed 
parts of the spectrum in which conventional spectrum 
allocation methods are used by operators, are under-utilized 
[3, 4]. Cognitive radio systems then are introduced to use the 
available spectrum temporarily not in use by licensed users, 
through intelligent channel sensing. In these systems, 
secondary users (SUs) are allowed to utilize the spectrum, as 
far as their transmissions do not have any harmful impact on 
the primary users' (PUs) operation [5, 6]. Therefore, the 
effective detection of the PU's spectrum opportunities (holes), 
also called channel sensing or opportunity discovery, has a 
critical role in efficient usage of the valuable under-utilized 
parts of the spectrum and there are many research works 
focused on this topic [7]. 

The accurate sensing of the present status of the licensed 

channel is not the only challenge in cognitive radio networks 
(CRN). Assuming that the spectrum usage granularity of SUs 
is infinitive, then the effective throughput of SUs in a CRN 
depends only on the total duration of unused parts of the 
channel, which itself depends on the PUs traffic load. 
However, in practice, there is a minimum free channel time 
interval which is needed for different services of SUs to 
operate properly. This minimum duration depends on the 
structure of the secondary network as well as the service types 
and QoS requirements of SU services. In this case, the 
effective throughput of SUs also depends on the distribution 
of free parts of the licensed channel (Fig. 1). Ideally, in order 
to increase the achieved throughput of SUs, it is better to 
decrease this minimum required time interval by choosing 
proper physical layer parameters and utilizing less delay 
sensitive services. In practice, however, there is no control 
neither on secondary network structure, nor on its service 
requirements. Secondary network is a network just like the 
primary one, with the only difference that SUs do not have a 
licensed spectrum to work on. Therefore, if SUs have some 
knowledge about the distribution of the free channel time 
intervals, then they can make a better decision on choosing the 
right service to be used in a specific time. It is difficult to 
directly inform SUs of PUs' dominant used services and 
statistics of free channel time intervals in each area, for 
practical reasons. 

This paper proposes a learning mechanism embedded in 
SUs to sense the primary channel for a specific length of time. 
Then, the algorithm recommends the SUs upon sensing a free 
primary channel, to choose the best service in order to get the 
best performance, in terms of achieved throughput. The 
proposed learning mechanism is based on a Bayesian 
approach that can predict the performance of a requested 
service for a given SU. 

The rest of this paper is organized as follows.  In section 
II, Bayesian networks and their application in CRN are briefly 
reviewed. Section III describes the system model as well as 
the proposed method to help SUs make a decision on choosing 
the best service at each specific time. Section IV represents 
the simulation results of the proposed service selection 
algorithm and finally, the paper is concluded in section V. 
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Fig. 1. Comparison of SU spectrum usage for different min required time 

interval values. Arrows show the "opportunities" of primary channel being 

off, but SUs cannot use the channel because of their min required time 

intervals 

II. BAYESIAN NETWORKS 

Bayesian networks can deal with two problems of 
uncertainty and complexity. “The Bayesian network 
formalism was invented to allow efficient representation of, 
and rigorous reasoning with, uncertain knowledge” [8]. 
Bayesian networks are applied in many different applications 
and domains such as diagnosis, forecasting, automated vision, 
sensor fusion, manufacturing control and also mobile 
communications. Efficient monitoring, control and 
management of telecommunication networks [9], and network 
fault diagnosis, analysis and predictions [10, 11] are two main 
categories of applications of Bayesian network formalism in 
mobile communications. In addition to the above applications, 
we introduced a new application of Bayesian networks for 
modeling user preferences for radio access selection [12, 13] 
which was later extended [14, 15]. Bayesian networks have 
been applied in CRNs in localization [16], channel estimation 
[17], spectrum sensing [18] and channel selection [19] to 
name a few. 

A Bayesian Network consists of two parts. The first part is 
the graphical representation, which is a directed acyclic graph. 
This is the qualitative part of the network. Secondly, 
conditional probability functions of each node in the graph, 
which form the quantitative part of a Bayesian network. In a 
Bayesian network, when node A is connected to node B with a 
directed arc from A to B, it usually means that node A causes 
node B. Node A is called the parent node and node B is called 
the child node. Conditional probability tables, in case of a 
discrete model, and conditional probability distributions in 
case of a continuous model, specify the probability of each 
child node conditioned on all possible combinations of values 
for all of its parent nodes. 

The probabilities encoded by a Bayesian network can be 
learned from data. New information is combined with all 
previously known information using the Bayes’ theorem [20]. 
Thomas Bayes, an 18th century British mathematician, 
presented Bayes’ theorem, which is mathematically expressed 
as follows: 
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Applying the Bayes’ theorem we can update our belief in 
hypothesis H given an additional evidence E and the 
background context C. P(H|E,C) represents the posterior 
probability of the hypothesis given the evidence. P(E|H) is the 
likelihood of the evidence given the hypothesis. P(H) 
represents the prior probability of the hypothesis and P(E) is 
the normalizing constant. Probabilistic inference is the most 
common task performed by the aid of Bayesian networks. 
Inference in Bayesian networks answers the questions of the 
probability of a variable based on given observations of other 
variables. 

III. SYSTEM MODEL 

In this section the Bayesian network applied for proposed 
service selection algorithm for SUs in a CRN is explained. 
Bayesian networks have the ability to address problems of 
uncertainty. The uncertainty in this problem domain comes 
from two aspects. First there is uncertainty in service type 
used by PUs or requested by SUs. Secondly, call duration time 
and call arrivals for PUs are random. Therefore, the Bayesian 
view of the probability, that interprets probabilities as the 
“degree of belief” about events in the world, seems suitable 
for SUs' service selection. In such model, data is used to 
strengthen or weaken these degrees of belief. 

The Bayesian network designed for this problem is 
illustrated in Fig 2. Without loss of generality, this paper 
defines the metric: channel utilization (CU) for each service in 
the secondary network, as the ratio of the time that channel is 
used for that service, to the time that channel is free for 
secondary usage. Therefore, this metric is independent of the 
primary traffic load and shows how efficient a secondary 
network with a specific service can use the primary spectrum 
holes. As it can be seen in this model, the CU of the channel 
depends on two parameters of PU service ratio (PUSR) and 
SU service type (SUST). PUSRi is the ratio of the time that 
primary channel is occupied to servicei to the whole 
observation window. SUST represents the type of services that 
SUs can request. 

Hence, the Bayesian inference in this model can answer 
the questions of the probability of the channel utilization being 
more than a given threshold for given service type Sj and a 
given PUSR.  PUSR must be measured by sensing the channel 
for a specific window frame. Then, we refer to conditional 
probability table of CU node to see the value of the following 
term, for a given threshold: 

Predicted_CUth,j = P (CU | PUSR = pi, SUST = sj)   (2) 

This is the probability of CU, predicted by our model to be 
used for the j

th
 service selection. In particular, if the value of 

this Predicted_CUth,j is more than a threshold, then Sj is 
recommended to be used in secondary network, otherwise Sj is 
not recommended, which means that in this case, in order to 
have a CU more than the given threshold, this is not 
recommended to use Sj in secondary network. This test can be 
checked for different SUTS values, when there are more than 
two services in the secondary network. 
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Fig. 2. Bayesian network for SUs' service selection in CRN 

The smaller “mean call duration time” in the j
th

 service, 
and the more delay resistant the j

th
 service, the larger 

Predicted_CUth,j. Generally speaking, in secondary networks, 
using delay tolerant services by short mean call durations has 
the lowest risk of blocking and yields to the largest channel 
utilization. However, when there are different types of 
services with different QoS requirements queued at SUs, it is 
important to choose the best service at each time in order to 
reach the largest throughput and the smallest delay for 
services. Therefore, when there are more than two services in 
the secondary network, service selection does not depend on 
Predicted_CUth,j only, but also on the j

th 
queue length as well. 

IV. SIMULATION RESULTS 

In this section the simulation setup and its parameters are 
explained. A primary channel with the states of “1” and “0” is 
assumed to show the “busy” and “free” status, respectively. It 
is also assumed that the primary channel is used by PUs with 
two types of services; service1 whose call arrival times follow 
a Poisson distribution with λ1 = 10 calls/min with 
exponentially distributed call duration times with a mean of 
T1ave = ∆t sec, and service2 with λ2 = 0.5 and T2ave = 50∆t, 
where ∆t is the time resolution of our time driven simulation. 
Service1 represents a typical short term service with a 
frequent call arrival, such as voice and some interactive 
gaming. Notice that the important point here is the traffic 
statistics rather than the QoS requirements of the service, as in 
a CRN, the PUs' services always have the priority over SUs 
ones, even though they are not delay sensitive, inherently. 
Service2 represents a typical long term service whose packets 
are transferred in bulks, such as file transfer or video 
downloading. These services take a more considerable 
continuous time interval of the channel, independent of if they 
are delay tolerable or not. Then, we have modeled a time 
window in which the channel is occupied by these two 
services, service1 and service2, for a given probability. Figure 
3 shows primary channel status for a typical 50% mixed traffic 
case of these two services. 

For secondary network, we assume the same two services 
as the primary network uses, for the sake of simplicity. We 
also set the min required time intervals of service1 and 
service2 to T1min = T1ave and T2min = T2ave, respectively. We 
assume that SUs always have data packets of service1 and/or 
service2 in queue, ready to use the free primary channel. Table 
1 shows the SU channel utilization (CU) for service2 for 
different combinations of service1 and service2 traffics in the 
primary channel. 

 
Fig. 3. A typical primary channel status: a) 100% service1 b) 100% service2 

c) 50% mixed scenario 

network. For service1, CU is 0.98 in all PUSR values. It can 
be seen from these conditional probability table that channel 
utilization for service1 SUs is always high, independent of 
service combination in the primary network. This is because 
T1min << T2min in our simulation, which means that service1 
can use most of the primary channel opportunities while 
service2 loses some of these opportunities because of its 
longer min required time interval. This loss increases as the 
ratio of service2 in primary channel traffic goes up. 

In the last part of the simulation, two CRNs are compared. 
The first one uses a blind decision making about SUs services 
and the second CRN chooses the SUs service based on the 
Bayesian learning algorithm whose parameters are tuned 
according to the results of an observation time such as what 
have been shown in Fig. 3. The simulation results for an 
observation window, which contains at least 1000 channel 
status changes, show that the utilization of the proposed 
service selection algorithm outperforms the random service 
selection method for at least 20%. 

TABLE I.  TYPICAL VALUES OF CHANNEL UTILIZATION (CU) USING 

SERVICE2 FOR DIFFERENT COMBINATIONS OF SERVICE1 AND SERVICE2 

TRAFFICS IN THE PRIMARY NETWORK. ITR#I IS THE ITH ITERATION 

PUS
R 

itr#
1 

itr#
2 

itr#
3 

itr#
4 

itr#
5 

itr#
6 

itr#
7 

… 
itr#10
0 

80% .82 .83 .79 .87 .86 .76 .84  .75 

85% .75 .84 .79 .81 .77 .73 .74  .80 

90% .51 .65 .73 .56 .71 .83 .64  .71 

92% .73 .67 .73 .72 .65 .63 .65  .88 

95% .43 .51 .36 .29 .82 .54 .44  .43 

98% .43 .25 .32 .33 .30 .19 .29  .28 

99% .19 .13 .16 .15 .10 .18 .16  .25 

100% .05 .05 .04 .04 .02 .02 .01  .04 

PU 

Service 

Ratio 

SU 

Service 

Type 

Channel 

Utilization  
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V. CONCLUSION 

This paper utilized the statistics of the primary channel 
occupancy to choose the secondary services in a way that the 
channel utilization of secondary users in a cognitive radio 
network increases. We have used a Bayesian network to 
model the channel utilization based on different possible 
services of primary and secondary networks. The simulations 
are performed for a simple case of two services, but they can 
be easily extended in future work to the case of multiple 
services and users in the primary network, to enhance the 
performance of the system in terms of dropping probability 
and experienced delay, as well. 
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