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Abstract—With the help of Web-2.0, the Internet offers a vast 

amount of reviews on many topics and in different domains. This 

has led to an explosive growth of product reviews and customer 

feedback, which presents the problem of how to handle the 

abundant volume of data. It is an expensive and time-consuming 

task to analyze this huge content of opinions. Therefore, the need 

for automated sentiment analysis systems is vital. However, these 

systems encounter many challenges; assessing the content quality 

of the posted opinions is an important area of study that is 

related to sentiment analysis. Currently, review helpfulness is 

assessed manually; however the task of automatically assessing it 

has gained more attention in recent years. This paper provides a 

survey of approaches to the challenge of identifying the content 

quality of product reviews. 
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I. INTRODUCTION 

The Internet has made it possible to discover opinions of 
others on a wide range of subjects, through social media 
websites, such as review sites and wikis, and through online 
social networks. According to a survey, 81% of Internet users 
have done research on a product at least once [1]. Studies have 
found that customers‟ reviews can form others‟ opinions and 
subsequently affect sales [2, 3, 4]. 

Understanding and analyzing public opinion is important 
for the prediction of future events. Consequently, this aids the 
process of making a decision that can involve improving 
services, handling political elections and calculating risk 
management. Organizations conduct consumer surveys to 
explore opinions about their products and/or services. 
However, the design and the supervision of these surveys are 
expensive, tedious and a time-consuming task [5]. It is easier 
for companies to utilize the freely available online consumer 
reviews. However, the explosive growth of opinion text on the 
Web makes it hard to manage. In addition, opinions posted on 
the Web in free-text style are less structured than those 
conducted from consumer surveys and focus groups, and 
require more effort to collect and analyze [6, 7, 8]. 

Sentiment analysis, also referred to as opinion mining, is a 
growing field in text mining technology, which is concerned 
with the analysis of people‟s opinions, attitudes, evaluations 
and emotions, expressed in free-text fashion towards different 
objects, such as organizations, product attributes, public events 
and even individuals [9]. Sentiment analysis is motivated by 
the fact that individuals and organizations are increasingly 
using the content of social media for decision-making. Since 
2000, there has been much attention paid to sentiment analysis 

research, mainly because of the rise of machine learning (ML) 
technology in natural language processing (NLP). In addition, 
the public datasets available for training using ML algorithms 
have aided sentiment analysis research. There have been major 
breakthroughs and promising results in research into sentiment 
analysis, especially in opinion summarization, feature 
extraction and polarity identification. However, the extensive 
amount of uncontrolled user-generated reviews on the Internet 
has raised concerns about their quality and reliability. 

There are many challenges in sentiment analysis research 
such as dealing with sarcasm and implicit opinions, domain 
dependency, subjectivity detection and entity identification. A 
significant challenge that has been studied is determining the 
quality, also called utility, helpfulness or usefulness, of product 
reviews [10, 11, 12, 13]. This survey will point out some of the 
significant research to handle the quality prediction problem. 

The rest of this paper is organized as follows. In section 2 
we have introduced the challenge of „product reviews quality. 
Sections 3 and 4 give an overview of the methods used to 
predict the utility of product reviews. Section 5 discuses some 
of the research related to the quality prediction problem, while 
section 6 concludes the paper. 

II. QUALITY OF REVIEWS 

The topic of quality of reviews is related to opinion spam 
detection, which makes it an important area of research. 
However, according to Liu [9], it is different from spam 
detection, as spam reviews may not be of low quality. Fake 
reviews may be of high quality, especially if they are well 
written, which makes them hard to identify. Determining good 
quality reviews saves readers time and effort by discarding 
noisy and low quality content. It is useful to have a mechanism 
to automatically assess a review‟s helpfulness as soon as it is 
written. 

Some aggregation and hosting websites rank reviews 
according to their perceived helpfulness by readers, such as 
Amazon.com, Epinions, IMDB CitySearch, etc. Users 
manually assess reviews by responding to a question, such as 
“Was this review helpful to you?”. Readers can respond with 
“YES or NO“ and the feedback results are calculated and 
displayed next to each review (e.g., “12 of 20 people found the 
following review helpful”). Although this helpfulness 
evaluation method has been used by many websites, it is still a 
meaningful task to automatically determine the quality of each 
review for the following reasons: 

1) Many reviews have little or no helpfulness evaluation, 

especially in low-traffic items. According to [11], some 
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reviews lack a helpfulness evaluation: 38% of 20,000 Amazon 

MP3-player reviews only received three or less votes in three 

months [11]. In addition, consumers are not obligated to 

respond to the feedback question to determine a review’s 

perceived helpfulness, even if they found it helpful or not. 

2) Human generated helpfulness evaluation may be fake, 

which makes the helpfulness voting score untrustworthy [1]. 

Spammers can click on the helpfulness voting buttons (Yes or 

No) to increase or decrease the helpfulness of a review. 

Therefore, depending on the helpfulness feedback to identify 

helpful reviews can be problematic. 

3) Biases can be found in the manual helpfulness 

evaluations [10]. Reviews with high helpfulness score are 

prominently displayed, which would have a disproportionate 

influence on readers and consequently on the helpfulness 

voting score itself. This type of bias is referred to as “winner 

circle” bias in [10]. In addition, an in-depth analysis of 

Amazon's highly-voted reviews, lead to discover that some of 

the reviews are not of as good quality as the helpfulness 

voting score indicates. Readers tend to value others' reviews 

positively, which makes the distribution of helpfulness 

evaluation skewed towards the helpful vote, known as the 

“imbalance vote bias”. The third type of bias identified is 

called “early bird bias” [10]. The helpfulness voting score 

may take a long time to accumulate, particularly in newly 

posted reviews. Earlier posted reviews are displayed to 

readers for a longer time than newly posted reviews. 

4) The use of robust review quality prediction systems will 

facilitate ranking reviews according to their utility, and thus 

users can easily and quickly access them. Furthermore, 

applications such as sentiment extraction and opinion 

summarization will benefit from such systems by operating on 

high quality content rather than spammed and misleading 

reviews. For example, in the process of opinion 

summarization it is useful to only use good quality reviews 

and discard low quality ones, including reviews with high 

helpfulness voting score, which are subject to the previously 

mentioned biases. Therefore, automatically classifying 

reviews according to their quality would aid and speed up the 

quality of opinion summarization [10]. 

III. QUALITY AS REGRESSION PROBLEM 

Generally, the problem of determining the quality of 
reviews is seen as a regression problem. The method uses 
machine learning models to assign a score to each review. 
These scores can be used in recommendation and ranking 
systems [9]. Researchers have used different types of features 
to train and test models on datasets from different domains. A 
Support Vector Machine (SVM) regression model to rank 
reviews according to their helpfulness was employed by [11]. 
They used structural features (e.g., review length, number of 
sentences), lexical features (e.g., unigrams and bigrams), 
syntactic features (e.g., nouns, verbs, etc.), semantic features 
(e.g. sentiment words) and meta-data features (e.g., number of 
stars) [9]. The most useful features used were the length of the 
review, its unigram and its product rating. 

Zhang and Varadarajan [13] use a similar feature set to that 
proposed in [11]. However, they did not include any meta-data 
information. Their study assumes that a good quality review 
should discuss many aspects of the product. Thus, a 
comparison between the review and the product specifications 
was considered. However, the results show that this feature did 
not improve system performance [1]. Furthermore, the study 
includes review similarity to editorial reviews, which did not 
improve the system performance either. They found that the 
perceived helpfulness in product reviews depends greatly on its 
linguistic style (e.g., word count, comparatives and 
superlatives, proper nouns, etc). In contrast with the results of 
[11], there is a weak correlation between review length and 
utility score [1, 13]. According to Pang and Lee [1], the 
difference in domain choice affected the results in the two 
studies. Electronic product reviews used in [11] do not include 
as sophisticated language as found in book and movie reviews, 
which were used in [13]. 

A different approach was proposed by Ghose and Ipeirotis 
[14], who studied the relationship between the subjectivity of a 
review and its helpfulness. A classifier determines the 
subjectivity of a sentence, and then the standard deviation of 
the subjectivity score of the sentences in a given review is 
computed. The results indicate that the standard deviation score 
and a readability score have a strong effect on utility 
evaluation. Building on their previous research, Ghose and 
Ipeirotis [15] expanded their work by examining multiple 
product categories and by adding textual features, such as 
history information about the author, readability metrics and 
spelling errors, etc. They found that reviews including a 
mixture of subjective and objective information influence sales 
and the perceived usefulness. In addition, readability and 
informativeness features were found to correlate positively 
with sales and the perceived usefulness. An important finding 
of this research is that the type of product affects the perceived 
helpfulness of a review. For feature-based products (e.g., 
electronics), reviews that include objective more than 
subjective information increase the usefulness of the review.  
However, in experience products (e.g., movies), it was found 
that subjectivity matters the most, as users prefer to read 
personalized and highly sentimental comments that describe 
the reviewer experience and provide more information about 
the product. 

Looking at the problem from a different perspective than 
the above approaches, the work in [16] introduced three main 
factors affecting the helpfulness of a review: reviewer's 
expertise, review timeline and review style based on part-of-
speech tags. A nonlinear regression model was used to 
integrate the proposed factors. Extensive experiments on movie 
reviews (IMDB data-set) show the efficiency of the proposed 
model. They argue that their model is general enough to be 
employed in other domains, by replacing the genres of movies 
with the categories of products and by modeling the timelines 
and the writing style using their proposed algorithm. 

Previous research efforts focus only on the meta-data and 
on the review text itself to analyze various properties of 
product reviews in order to predict quality. Other studies tried 
to tackle the quality problem from different perspectives.  
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For example, the study by [17] incorporates another 
information resource: the author's behaviour on e-commerce 
sites, such that information derived from their online 
transactions helped to assess the quality of reviews and to 
identify spammed ones. Three features were used to assess the 
quality of reviews: personal reputation, seller degree and 
expertise degree. The correlation between each feature and the 
helpfulness votes was examined using a linear regression 
analysis. 

Lu, Tsaparas, Ntoulas, and Polanyi [18], investigate if the 
social context of reviews can enhance the performance of 
quality prediction. In their view, important information can be 
obtained from the social context about the quality of reviewers, 
which affects the quality of their reviews. In order to 
incorporate social context in predicting review quality, 
regularization constraints, based on a set of experimentally-
validated hypotheses, were employed. An example is the 
“author constraint hypothesis”, which assumes that reviews 
from the same author are similar in quality [18]. The results 
show accuracy improvement in predicting the quality of 
reviews using a text-based classifier (linear regression model). 
They argue that the proposed regularization technique can be 
applicable and generalized for quality evaluation of other user 
generated content. However, this method cannot be employed 
to review sites that do not have a trusted social network [9]. 

Previous studies have proven that online reviews affect the 
sales of products, however many studies fail to consider the 
quality of reviews. Another group of interested researchers [19] 
proposed a regression model that incorporates the quality 
factor for predicting sales performance of products being 
reviewed.  Results indicate the positive correlation between 
review quality and prediction accuracy of sales performance. 

IV. CLASSIFICATION AND OTHER METHODS 

In addition to ranking reviews according to their quality 
and utility, researchers also used classification methods to 
determine the quality of reviews. In most previous studies, 
helpfulness votes were used as the ground-truth data for 
training and testing regression models [11, 14]. However, in a 
different approach, these approaches were unreliable because 
of the previously mentioned types of biases discovered from 
their extensive analysis [10]. Thus, they did not use user-
helpfulness feedback (helpfulness votes) as the ground-truth in 
training and testing their model. Their work focused on 
improving the quality of opinion summarization by detecting 
and discarding noisy and low quality reviews using a 
classification based approach. The proposed approach explores 
three features of product reviews: readability, informativeness 
and subjectivity. A set of specifications was proposed for 
judging the quality of reviews, and four categories defined: 
“best reviews”, “good reviews”, “fair reviews” and “bad 
reviews”. A SVM was used to perform binary classification, 
with the “bad review” category as the low quality class and the 
remaining categories as the high quality class. After the 
classification step, only high quality reviews were used in 
generating opinion summarization. 

O'Mahony and Smyth [20] proposed a classification-based 
recommender system to recommend the most helpful reviews 
to the end user.  Many features were used to train a classifier to 

distinguish between helpful and non-helpful reviews: 
reputation, content, social and sentiment features. The 
reputation and sentiment features achieved better classification 
performance than content and social features. A significant 
finding was that the classification performance remained high, 
even in the absence of the reputation features, which are not 
always available. 

Chien and Tseng [21] treated the quality problem as a 
classification problem by employing a multiclass SVM model 
to classify product reviews. In order to derive informative 
review features, an information quality "IQ" framework 
adopted from [22] was employed. Table 1 illustrates the 
information quality categories along with their dimensions. 
The authors defined five classes of quality: high, medium, low, 
duplicated and spam, and the specifications of review quality 
were adopted from [10]. Furthermore, factors that shape high 
quality reviews were analyzed and the findings show that 
helpful reviews need to be subjective and provide detailed 
comments on a number of product aspects. 

TABLE I.  WANG AND STRONG'S IQ FRAMEWORK [22] 

IQ Category IQ Dimensions 

Intrinsic IQ 
Believability, accuracy, objectivity, 

reputation 

Contextual IQ 

Value-added, relevancy, timeliness, 

completeness, appropriate amount of 

information  

Representational IQ 
Interpretability, ease of understanding, 
representational consistency, concise 

representation 

Accessibility IQ Accessibility, access security 

In a recent study, Bayesian inference was used to measure 
the probabilities of the reviews belonging to certain classes 
[72]. In addition, an extended fuzzy associative classifier was 
developed to train a review helpfulness classification model. 
The model incorporated features from previous studies [10, 21, 
32, 52, 54, 69], for example, subjectivity features, emotion 
features and stylistic features. 

In a different approach from the previous supervised 
methods, Tsur and Rappoport [23] introduced a fully 
unsupervised method to rank book reviews according to review 
helpfulness. First, the proposed REVRANK algorithm 
identifies the dominant terms in a set of review documents. 
These important terms represent a “virtual optimal” or a core 
review representation. Subsequently, reviews are mapped to 
this optimal representation and a ranking score is given to each 
review according to distance between the review and the 
virtual review. All reviews of a given book were explored to 
generate a lexicon of the dominant concepts. 

This is relevant to keyphrase extraction proposed in the 
TextRank and the CollabRank systems [24, 25]. Both systems 
employ a graph-based unsupervised ranking algorithm which 
ranks keyphrases, using the co-occurrence links between words 
in the TextRank system and the collaborative knowledge from 
multiple documents in the CollabRank system. 

In recent work, a new problem of personalized review 
quality prediction was addressed to recommend helpful 
reviews [26]. The authors argue that the quality of reviews may 
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not be the same for different readers, while all the previous 
studies assume that it is. They found that there are some latent 
features that affect the user's evaluation of the quality of the 
review. Based on this assumption, a series of probabilistic 
graphical models, based on matrix factorization and tensor 
factorization, were proposed. The experiment was conducted 
on a real-life dataset from Eopinion.com, and the results show 
that the proposed technique outperformed the existing state-of-
the-art approaches, at that time, using textual and social 
features. 

All the above studies did not consider that highly ranked 
reviews may include highly redundant information [9]. 
Another method was proposed to solve this problem by 
selecting a small comprehensive set of high quality reviews 
[27]. These reviews cover many different aspects and 
viewpoints of the reviewed product. The authors of [27] 
extended existing algorithms for maximizing coverage to 
handle this problem. Their work is different in that they 
selected a set of comprehensive reviews rather than scoring 
each review. Furthermore, the proposed approach is different 
from opinion summarization because it aims to identify a 
subset of reviews that cover the different aspects of a product 
rather than summarizing the opinions on the extracted features 
of a product. The most related work to [27] is the work of 
Lappas and Gunopulos [28]. However, whereas the goal of the 
former authors is to cover the product aspect from a fixed size 
set with both negative and positive opinions, that of the latter is 
to cover all product aspects while preserving opinion 
distribution. 

Miao, Li, and Dai [29], introduced a sentiment mining and 
retrieval system which is concerned with mining useful 
information from customers' reviews. They employed both data 
mining and information retrieval techniques to build a novel 
temporal opinion quality and relevance ranking system, which 
mines customers' preferences. 

Wu, Greene, and Cunningham [30] compared two 
aggregation methods for combining sets of features in order to 
identify untruthful opinions about hotels. Their solution was to 
build a useful suspicious-review ranking system. The results 
show that the best features to identify suspicious reviews are: 
proportion of positive singleton reviews, truncated rating, and 
reactive positive singleton reviews. Furthermore, it was found 
that singular value decomposition outperforms the 
unsupervised hedge algorithm for combining features to 
identify suspicious reviews about hotels. Although this work 
falls under spam detection, it is related to identifying 
qualitative reviews. Determining criteria for identifying 
suspicious reviews would improve the identification of reliable 
and trustworthy reviews. 

Lau, Zhang, Xia, and Song [31] proposed a method to 
detect non-informative online opinionated expressions. The 
proposed multi-facet quality metric utilizes both the intrinsic 
properties of opinionated expressions and association with 
other opinionated expressions posted on the Internet. 

Furthermore, to avoid the biases mentioned in [10], helpfulness 
votes were not used as the ground-truth for quality assessment. 

A novel approach to assess the quality of product reviews 
was proposed by Min and Park [32]. The proposed metric 
employs linguistic clues to capture time expressions related to 
the use of the product and product aspects during different 
purchase times. They found that tense and time expressions are 
the most useful linguistic clues to assess the customer's 
previous purchase experiences. This approach is similar to the 
work done by the group in [18], however there is a difference, 
because this work uses the reviewer's social context 
information based on the social network-based review website, 
such as the PageRank score of the author. Features used in this 
work improve system performance, however, they have 
limitations similar to the “helpfulness votes”. In contrast, the 
method proposed by Min and Park extracts the reviewer's 
characteristics directly from the textual content of a review by 
utilizing his/her experience. 

The authors in [33] proposed a method to evaluate the 
helpfulness of online reviews based on the domain user's 
perspective, such as manufacturing engineers and product 
designers. They conducted an exploratory study to understand 
what makes reviews useful to designers. Four categories of 
features were proposed, based on their experiment, to identify 
helpful reviews: product features, linguistic features, features 
using information theory and features based on information 
quality. Machine learning algorithms were employed using 
both classification and regression to evaluate the proposed 
method. The results show a strong correlation between the 
designer‟s rating and the proposed method. 

Another classification approach to modeling the 
helpfulness problem was proposed by Zeng and Wu [34]. A 
three-class classification framework was introduced to find the 
helpful positive reviews, the helpful negative reviews and to 
filter out the unhelpful reviews. Table 2 lists the features used 
in the classification approach. Some of the features were 
adopted from [11] and other features were added based on the 
findings of [35]. The study uses the list of common ideas 
related to helpfulness and unhelpfulness proposed in [35]. The 
performance of the three-class problem is quite high and the 
results show that helpful reviews (positive and negative) can be 
identified with high precision from unhelpful ones [35]. 

Recently, the work of Krishnamoorthy [69] has developed 
a new method for extracting linguistic features based on the 
linguistic category model (LCM), proposed by Semin and 
Fiedler [70]. A binary classifier was built and evaluated using 
the LCM with a combination of other features, namely: 
metadata features (e.g., review extremity), readability features, 
and subjectivity features (i.e., the total number of subjective 
words normalized by review length). The experiment on two 
real-life review datasets shows that linguistic category features 
are better predictors for the helpfulness of product reviews. 
Table 3 presents the linguistic category features used in the 
LCM. 
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TABLE II.  CLASSIFICATION FEATURES OF ZENG AND WU [34] 

TABLE III.  LINGUISTIC CATEGORIES AND THEIR DESCRIPTION [69] 

V. RELATED TASKS 

Researchers from many fields have shown great enthusiasm 
in studying and analyzing the quality of online reviews [10, 11, 
13, 14, 16, 18, 36]. Pang and Lee [37] carried out the first study 
related to this problem. They studied the prediction of product 
rating, which correlates with the perceived helpfulness of 
reviews [11]. Automatically scoring essays is another related 
study which has been used to rate the quality of reviews [38]. 
The work group of [11] built a regression model to rank 
reviews according to their quality, employing the same set of 
features used in essay scoring by [38]. 

By using statistical methods, Jindal and Liu [39] discovered 
that the extracted features from reviews, such as rating and title 
length, improved the identification of spammed and duplicated 
reviews. The task of evaluating the quality of Web posts and 
the quality of answers in question and answering systems is 
also related to predicting the helpfulness of reviews [40, 41, 42, 
43, 44, 45]. A study by Hoe, Li, and Zou [46] was to determine 
whether a review would achieve helpfulness votes, or not, 
through examining the posting time and textual features of a 
review. The work in [44] integrates user and community 
features with the review textual features to assess the quality of 
questions and answers using classification methods. The model 
utilizes community features which were driven from the 
answer text, for example the length of the answer and number 
of points received, in addition to the user‟s features, such as 
number of answers given. The authors of [45] introduce a co-
training method to model the quality of both the review and the 
reviewer in an attempt to use community information for 
extracting features. 

The identification of high quality reviews influences 
feedback and reputation systems. It was found that seller and 
buyer behaviour changes in response to the change in a seller's 
feedback profile [47]. In another similar study [48], it was 
found that personal reputation positively influences buyers to 
purchase a product, thus a small amount of negative feedback 
will not affect sales. However, most research on the quality of 
reviews analyzes the personal reputation impact on the review 
itself, rather than on the seller‟s/buyer's transactions [17]. In 
addition, the work in [49] has also examined the impact of high 
quality reviews on purchase decisions and thus on sales. The 
results show that reviews with a high proportion of helpful 
votes are more important in making purchase decisions than 
the aggregate star rating of a product. Another important 
finding is that the reviewer‟s reputation has no impact on the 
consumer purchase decision, which contradicts the findings of 
[17]. 

The work in [19] proposed a regression model for 
predicting sales performance using product reviews. This was 
one of the first attempts to examine the economic impacts of 
review quality.  The authors of [50] studied the problem of 
product review search. The retrieved reviews are ranked 
according to their quality based on a given query. Other studies 
tackle the problem of finding good answers from question-
answering systems such as Yahoo! Answers

1
. A method of 

determining the quality of the answer was proposed by [51], 
which considered both textual features from the answers and 
social features from the answerer. 

Some studies are interested in determining the fundamental 
characteristics of helpful reviews from a theoretical and 
practical point of view [52, 53, 54, 55, 71]. For example, 
Mudambi and Schuff examined factors contributing to review 
helpfulness, by employing a linear regression model. The study 
shows that product type, review extremity and review depth 
affect review helpfulness [52]. They analyzed the different 
impact of product type (search or experience goods) on review 
helpfulness in the multistage consumer decision process. 
Search goods are defined as products about which consumers 
can easily obtain information about their quality before 
purchasing. Experience goods are products that require 
purchasing in order to evaluate their quality, for example, 
books and movies. Thus, the type of product affects a 
consumer‟s textual evaluation of a product and consequently 
affects the perceived helpfulness of that review. The study in 
[54] examines what factors affect the number of helpfulness 
votes reviews receive. It is argued that knowing the most 
important factors to attract helpfulness votes will help website 
designers to improve their helpfulness voting mechanism. For 
example, the findings show that semantic features have the 
most impact on the number of helpfulness votes. The 
conclusion is that websites should provide more ranking 
options to rank reviews rather than ranking the most recent 
review.  Siering and Muntermann [55] confirm that product 
type influences the perceived helpfulness as was discovered in 
[52]. Furthermore, they find that perceived helpfulness is 
affected by other textual aspects related to review sentiment, 
product quality and review uncertainty. Lee and Choeh [71] 

                                                           
1
 http://answer.yahoo.com/ 

Features Description 

Unigram 
(Product Description) 

The number of unigrams used between 

the review and the corresponding 

product description 

Bigram (Product Description) 
The number of bigram used between 
the review and the corresponding 

product description 

Trigram (Product 

Description) 

The number of trigrams used between 
the review and the corresponding 

product description 

Length  The length of a review 

Comparisons  
The review uses the string “compare 
to” or “ADJ + er than” 

Degree of detail  Defined by formula  

Use of Ratings The “Star” ratings of the review 

Pros and  Cons  
The review contains exactly the strings 
“Pros” and “Cons” 

Category Description 

Adjectives (ADJ ) Qualifies a noun; highly subjective and abstract 

SV (State verbs) Refers to mental or emotional state 

SAV (State Action 
Verbs)  

Describes the emotional consequences of an 
action; high positive or negative connotation 

IAV (Interpretive 

Action Verbs  

Multitude of actions that have the same meaning; 

have a positive or negative connotation 

DAV (Descriptive 
Action Verbs) 

Objective description of a specific action; no 
positive/negative connotation 

http://answer.yahoo.com/
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employed a multilayer perceptron neural network model to 
improve helpfulness prediction accuracy. The product review 
metadata and the textual characteristics of both the review and 
the reviewer were used as features in the proposed model. The 
study found that the list price and the sales rank of the product 
are important for helpfulness prediction. In addition, the results 
show that the neural network model outperforms the 
conventional regression models in helpfulness prediction. 

Other studies have discovered other factors that impact 
review helpfulness, such as specific emotions [56, 57] and 
review readability [15, 53]. From a theoretical perspective, the 
authors of [53] proposed a model to investigate the relationship 
between the textual content of a review and its perceived 
helpfulness votes. Four readability measures were employed to 
validate the proposed model. Figure 1 demonstrates the four 
readability measures. The model was based on three specific 
aspects: conformity, understandability and extensiveness. The 
results show that helpfulness is affected by review readability 
more than its length and that reviews with extreme votes 
receive a higher score than the less helpful ones. Some studies 
assume that focusing on product quality in online reviews will 
provide diagnostic value and thus impact the review 
helpfulness [58, 59]. 

Racherla and Friske [60] explore which factors contribute 
the most to consumer perception of the utility of online 
reviews. Furthermore, they investigate if the impact of these 
factors varies according to the type of service offered to the 
consumer. An important finding of this research is that reviews 
provided by reviewers with high expertise and good reputation 
are significantly helpful reviews. In addition, reviews with a 
great amount of information are not particularly considered 
more helpful than reviews containing less information. 

 
Fig. 1. Theoretical model [53] 

The work of Otterbacher [61] has focused on understanding 
helpfulness rather than just predicting it. A well-established 
framework for quality assessment by Wang and Strong [22] is 
adopted.  The framework includes four categories of data 
quality developed from the end user's perspective: Intrinsic 
quality, Contextual quality, Representational quality and 
Accessibility. Each category contains several dimensions. Only 
the first three categories are used because accessibility is not an 
issue as reviews are accessible in the virtual community 

environment [22]. A simple linear regression analysis shows 
that the helpfulness score correlates with several data quality 
dimensions. 

In another study to identify the specification of a helpful 
review, Connors, Mudambi, and Schuff [35] conducted an 
open-ended analysis. A group of 40 participants were asked to 
rate reviews and describe what factors they found in helpful 
and unhelpful reviews. Table 4 shows the results of the 
analysis. For example, the “product usage information” was 
used 30 times by all participants. Categorizing these textual 
descriptions highlighted the influence of three criteria for 
helpfulness: the credibility of the reviewer, the similarity 
between the author and the reader, and the use of positive and 
negative comments about the product. 

In the next stage of their study, a controlled experiment was 
conducted to study the effect of the three criteria on the 
helpfulness rating. The findings show that both the 
characteristics of the reviewer and of the review influence the 
reader‟s understanding of review helpfulness. For example, the 
study recommends that reviewers should disclose their self-
described expertise as part of their review. Furthermore, review 
sites must favour content over balance, a review expressing 
both positive and negative statements towards a product is not 
perceived as more helpful as a one-sided review. This idea was 
also proposed by Schlosser [62], who argues that reviews 
including two-sided arguments (pros and cons), are not 
necessarily more helpful, credible and persuasive than a one-
sided argument review. The study proves that reviews with 
two-(versus one-) sided arguments receive higher helpfulness 
votes only if the reviewer rating is fairly favourable, while 
reviews written by extremely favourable reviewers are 
considered more helpful even if they include only one-sided 
argument. 

While preceding studies have examined review 
characteristics, Ngo-Ye and Sinha [73] incorporate review 
related engagement features in their proposed hybrid text-
regression models to predict review helpfulness. Furthermore, 
this study uses a bag-of-words representation as part of the 
textual features. The proposed hybrid model including the 
textual features and the reviewer engagement characteristics 
enhanced helpfulness prediction. This work offers new factors 
that contribute to the prediction of helpfulness. In another 
attempt to examine the factors affecting the helpfulness of 
reviews, a recent study by Liu and Park [74] suggested that the 
combination of the messenger and message features correlates 
positively with the helpfulness prediction of reviews.  

Features such as the reviewer identity and the length of the 
review were used to build a textual regression model to predict 
helpfulness. Valence (positive or negative) consistency, a new 
aspect to the problem of utility prediction, was recently 
investigated in [75]. That study examined the influence of 
other nearby reviews on the perceived helpfulness of the 
review itself. The results show that, whether or not the reviews 
are being positive or negative, consistent reviews are more 
helpful than inconsistent ones, which was not the case in prior 
studies [76, 77]. For example, Scholz and Dorner [78] found 
that positive reviews achieve better helpfulness scores than 
negative ones. 
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TABLE IV.  IDEAS RELATED TO HELPFULNESS AND UNHELPFULNESS [35] 

Martin and Pu [79] suggested that emotional words are 
powerful parameters in helpfulness prediction. They propose a 
framework to extract the emotionality from the textual content 
of reviews. GALC, a general lexicon of emotional words, was 
employed to represent a model of 20 categories using 
supervised classification methods. The results show that the 
emotion-based method outperforms the previous structural-
based methods by 9%. The work of Mertz, Korfiatis, and Zicari 
[80] examined the helpfulness prediction problem by 
evaluating the performance of dependency bigrams and 
discourse connectives. A binary classifier was introduced using 
the previously mentioned novel text-based features. This study 
shows that various types of discourse relations are useful set 
features for predicting review helpfulness. Moreover, there is a 
strong correlation between high star ratings and helpful 
reviews. Another study has investigated how misalignment 
between the star rating and the textual content of the review 
can lower the overall helpfulness of the review [81]. It found 
that misalignment between star rating and review text often 
occurs in reviews of experience goods and in reviews with high 
star ratings. This theoretical analysis suggests that highly rated 

experience goods reviews are perceived more helpful than 
other reviews. 

Recently, a study of factors contributing to online review 
helpfulness was carried out [82]. Specifically, the goal of the 
study is to examine the joint effect of the message length of a 
review (word count) together with reviewer characteristics and 
the patterns of the review on the utility of the review. While 
prior studies have suggested that there is a positive correlation 
between word count and the perceived helpfulness of a review 
[52, 77], the results of this study point out that the association 
between word count and helpfulness is valid only in reviews 
with 144 or less words [82]. The hypothesis results of this 
study are listed in table 5. 

TABLE V.  RESULTS OF HYPOTHESIS TESTING [82] 

H1a: For reviews written by all reviewers, word count is a 

significant predictor of review helpfulness when the review 

is shorter than average 

Supported 

H1b: For the reviews written by top reviewers, word count 

is a significant predictor of review helpfulness 

Not 

supported 

H2: For top reviewers, reviewer experience is a significant 

predictor of review helpfulness 

Not 

supported 

H3: For top reviewers, reviewer impact is a significant 

predictor of review helpfulness 

Not 

supported 

H4: For top reviewers, reviewer cumulative helpfulness is a 

significant predictor of review helpfulness 
Supported 

H5: For the top reviewers, product rating is a significant 

predictor of review helpfulness 
Supported 

In an approach proposed recently by Tang, Gao, Hu, and 
Liu [63], the prediction of review helpfulness for each user was 
investigated. A context-aware helpfulness prediction 
framework utilizes both the social and the content context of a 
review. The review content affects the perceived helpfulness 
by other users. Furthermore, information about the author, rater 
and their relationship can provide the social context of reviews. 
For example, it is more likely that raters find reviews from 
their connected authors helpful. However, this framework has 
some limitations that need to be addressed. The social context 
is likely to change over time, such as user preference. 

VI. CONCLUSION 

With e-commerce websites growing rapidly, reviews about 
products are becoming an important source of information for 
making informed purchase decisions. Sentiment analysis 
research is concerned with extracting and summarizing the 
massive content of product reviews. However, the explosive 
growth of product reviews raises concerns about their 
reliability and quality. Although review helpfulness is currently 
assessed manually by many retailer websites, it is important to 
automatically assess the quality of reviews at least for two 
reasons. The first reason is to provide helpfulness evaluation 
when human evaluations are lacking. The second reason is to 
correct skews in human helpfulness evaluations mentioned in 
[10]. 

Regression and classification methods have been examined 
to rank and classify reviews according to their helpfulness. 
Major challenges in quality prediction include feature 
weighting, which affects the performance of classifiers 
enormously.  

Helpfulness 
Times 

Mentioned 

Pros and Cons  36 

Product Usage  30 

Information  Detail  24 

Good Writing Style  13 

Background Knowledge of product  12 

Personal Information About Reviewer  12 

Comparisons  10 

Lay-Man's Terms  9 

Conciseness  8 

Lengthy  7 

Use of Ratings  7 

Authenticity  5 

Honesty  5 

Miscellaneous  4 

Unbiased  4 

Accuracy  3 

Relevancy  3 

Thoroughness 3 

Unhelpfulness 

 

Times 

Mentioned 

 

Overly Emotional/Biased  24 

Lack of Information  17 

Irrelevant Comments  9 

Not Enough Detail  6 

Poor Writing Style  6 

Using Technical Language  6 

Low Credibility 5 

Problems With Quantitative Rating  5 

Too Much Detail  5 

Too Short  4 
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Another challenge is to consider the quality of the reviewer. 
Some trust metrics from other studies may be of use to 
determine the helpfulness of product reviews, for example, 
research into peer-to-peer and reputation networks [64, 65, 66, 
67, 68]. 

Investigating what factors determine review helpfulness 
could improve review systems. Therefore, retailers‟ websites 
could introduce automatic helpfulness scoring systems to 
reduce customers‟ search cost. This would affect customers‟ 
satisfaction and purchase behaviour [49, 78]. Furthermore, 
there should be a method to increase the efficiency of reviews 
to support online purchase decisions. For example, introducing 
a mechanism to allow an easier comparison between reviews 
would affect the process of making a purchase decision [83]. 
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