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Abstract—Random forests have emerged as a versatile and 

highly accurate classification and regression methodology, 

requiring little tuning and providing interpretable outputs. Here, 

we briefly explore the possibility of applying this ensemble 

supervised machine learning technique to predict the 

vulnerability for complex disease - Dengue which is often baffled 

with chikungunya viral fever. This study presents a new-fangled 

approach to determine the significant prognosis factors in dengue 

patients. Random forests  is  used to visualize and determine the 

significant factors that can differentiate between the dengue 

patients and the healthy subjects  and for constructing a dengue 

disease survivability prediction model during the boosting 

process to improve accuracy and stability and to reduce over 

fitting problems. The presented methodology may be 

incorporated in a variety of applications such as risk 

management, tailored health communication and decision 

support systems in healthcare 
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I. INTRODUCTION 

Dengue is a rigorous fever spread by the nibble of an 
infected mosquito Aedes aegypti . Chikungunya is a crippling 
viral disease transmitted to humans by infected mosquitoes [1]. 
It is also an arbovirus that shares the same vector with dengue 
virus. The disease shares some clinical signs with dengue, and 
can be misdiagnosed in areas where dengue is common. Thus, 
in dengue-endemic region, chikungunya is also a significant 
cause of viral fever causing outbreaks associated with severe 
morbidity. As these reemerging tropical viral diseases have 
been increasing in the past several years, several research 
studies have contributed to investigate factors in diseases [2]. 
The vital aspects of clinical informatics and public health 
informatics may be essential to improve the ability to bring 
basic research findings and evaluate the efficiency of 
interventions across communities which continues to be 
beyond the reach of scientists and health professionals. 

Presently, highly developed techniques in the fields of data 
mining, a new stream of methodologies, have come into 
reality; they provide processes for discovering useful patterns 
or models from large datasets [3]. One of the most common 
widely used techniques in data mining is classification. It is 
used to extract models describing important data classes and to 
predict the outcome in unseen data at the single point of time 
[4]. Therefore, in order to aid medical practitioners, predict the 
accurate outcomes, data mining is needed to process 

voluminous data available from previously solved cases and to 
imply the possible treatments based on analyzing the abnormal 
values of some significant attributes. 

Generally intelligent techniques used in dengue fever 
analysis are fuzzy theory [5], decision trees [6], and Bayesian 
classifier [7]. Recently Random Forest technique has happened 
to be an attractive ensemble method in machine learning. As a 
result, several research studies have successfully applied the 
algorithm   to solve classification problems in object detection, 
including face recognition, video sequences and signal 
processing systems [8]. The dataset is collected from various 
laboratories and hospitals in Tamil Nadu. The main 
contribution is to provide some experimental insights about the 
behavior of the variable importance index based on random 
forests. The performance of the random forests is investigated 
to generate better perfection models in Dengue survivability. 
The 10-crossfold validation method, confusion matrix, 
accuracy, sensitivity, specificity and ROC curve are used to 
evaluate the dengue virus survivability prediction models. 

The remainder of this paper is organized as follows section 
II introduces the basic concepts of Random Forest. Section III 
presents the methodologies and experimental design used in 
this paper. Experiment results and discussions are presented in 
section IV. The conclusion and outline of future work are given 
in section V. 

II. BASIC CONCEPTS OF RANDOM FOREST 

Random Forests [RF] is essentially a data mining package 
based fundamentally on regression tree analysis [9]. RF tries to 
perform regression on the specified variables to provide the 
suitable model. RF uses bootstrapping to produce random trees 
and it has its own cross validation techniques to validate the 
model for prediction / classification. Being one of the ensemble 
learning techniques, Random Forest has been proven to be 
especially accepted and dominant techniques in the pattern 
recognition and machine learning for high-dimensional 
classification [10] and skewed problems [9]. These studies 
used RF to construct a collection of individual decision tree 
classifiers which utilized the classification and regression trees 
(CART) algorithms [11]. The RF model building procedure is 
essentially the same as a normal classification tree, but with 
randomness introduced. The procedure is as follows: 

1) For the whole set of training data points (predictors 

and their corresponding response),   RF. 
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2) Each tree when terminal nodes are reached is saved 

and RF repeats the process. The user specifies how many 

times this process is repeated (how many trees to grow). 
Once the total number of trees is grown the model (or 

forest) can be saved for subsequent loading in R. RF also 
supplies the variable importance for each of the predictors in 
the training data. 

Not only is there often a large number of records in the 
database, but there can also be a large number of fields 
(attributes, variables); so, the dimensionality of the problem is 
high. A high-dimensional data set creates problems in terms of 
increasing the size of the search space for model induction in a 
combinatorial explosive manner. In addition, it increases the 
chances that a data mining algorithm will find spurious patterns 
that are not valid in general. Approaches to this problem 
include methods to reduce the effective dimensionality of the 
problem and the use of prior knowledge to identify irrelevant 
variables. As a classifier, random forest performs an implicit 
feature selection, using a small subset of "strong variables" for 
the classification only [12], leading to its superior performance 
on high dimensional data. The outcome of this implicit feature 
selection of the random forest can be visualized by the "Gini 
importance" [9], and can be used as a general indicator of 
feature relevance. This feature importance score provides a 
relative ranking of the features, and is – technically – a by-
product in the training of the random forest classifier 

III. METHODOLOGIES AND EXPERIMENT DESIGN 

This paper, focusing on random forests, the increasingly 
used statistical method for classification and regression 
problems introduced by Leo Breiman in 2001, proposes to 
investigate two classical issues of variable selection. The first 
one is to find important variables for interpretation and the 
second one is more restrictive and tries to design a good cost-
conscious prediction model. In this section, the viral data 
preparation used in this experiment is first described. Then the 
performance evaluation methods including accuracy, 
sensitivity, specificity and Receiver Operating Characteristic 
(ROC) curve is presented. 

A. Dataset 

The Dengue survivability data and viral particles in 
samples of patients clinically suspected for having dengue 
fever were obtained from several hospitals, King Institute of 
preventive Medicine and laboratory diagnostic centers in Tamil 
Nadu, India. The data includes patient information that was 
diagnosed with dengue during the year 2009-2011. Clinical 
presentation was recorded from the patients at different stages 
those during included in the study. The arboviral survivability 
data consist of nearly 5000 instances and 29 attributes. These 
variables are widely used in our hospitals for the diagnosis and 
monitoring of dengue  patients .The whole dataset if divided 
into two classes, 'Dengue positive' in which the patients are 
suspected for having dengue fever and also on real time PCR 
result proves to be Dengue positive and Dengue negative – 

class in which the patients are suspected for having dengue 
fever but on real time PCR result proves to be negative. All this 
raw data does not necessarily equates to having useful 
information; on the contrary, it could lead to an information 
overflow rather than insight. What doctors need is high-quality 
support for making decisions. Data mining techniques can be 
used to extract useful knowledge from clinical data, to provide 
evidence for and thus support medical decision making 
Symptoms for chikungunya and dengue are almost identical - 
high fever, headache, eye ache, joint pain, rashes and lethargy. 
These viral diseases are characterized by an abrupt onset of 
fever frequently accompanied by joint pain. Other common 
signs and symptoms include muscle pain, headache, nausea, 
fatigue and rash. The joint pain is often very debilitating, but 
usually lasts for a few days or may be prolonged to weeks. 
Symptoms appear between 4 and 7 days after the patient has 
been bitten by the infected mosquito and these include: 

 High fever (40°C/ 104°F) 

 Joint pain (lower back, ankle, knees, wrists or 
phalanges) 

 Joint swelling 

 Rash 

 Headache 

 Muscle pain 

 Nausea 

 Fatigue 

B. Evaluation methods 

For the success of any data mining project, the data and 
especially the number of attributes play an important role. The 
more attributes are used, the higher the probability becomes 
that strong predictors are identified, and non-linearity and 
multivariate relationship can occur that intelligent techniques 
can exploit. If number of attributes increases, the density of the 
data set in pattern space drops exponentially and complexity of 
models can grow linearly or worse [13]. Complex models (i.e. 
a large number of parameters) have a higher chance of over fit-
ting to the training data and will not perform well on new data 
(low generalization), so attribute selection is important. In this 
experiment, evaluation methods including basic performance 
measures and ROC curve are applied.   

These evaluation methods are based on the confusion 
matrix. The confusion matrix is a visualization tool commonly 
used to present performances of classifiers in classification 
tasks [3]. It is used to show the associations between real class 
attributes and that of predicted classes. The intensity of 
effectiveness of the classification model is calculated with the 
number of correct and incorrect classifications in each possible 
value of the variables being classified in the confusion matrix 
[14] (see Fig. 1). 
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  Predicted Class  

  Dengue Dengue  

  Positive Negative  

 Dengue    

Outcome 

Positive TP FN  

Dengue 

   

    

 Negative FP TN  

Fig. 1. The Confusion Matrix 

The confusion matrix is used to compute true positives 
(TP), false positives (FP), true negatives (TN) and false 
negatives (FN), as represented in Fig. 1. 

C. Performance Measures 

There are three commonly used performance measurements 
including accuracy, sensitivity and specificity [3]. The 
accuracy of classifiers is the percentage of correctness of 
outcome among the test sets exploited in this study as defined 
in (1). The sensitivity is referred as the true positive rate, and 
the specificity as the true negative rate. Both sensitivity and 
specificity used for measuring the factors that affect the 
performance are presented in (2) and (3), respectively. 

        Accuracy          =  TP+TN      …………..       (1) 

                                   (TP+FP+TN+FN) 

     Sensitivity         =     TP                 …………    (2) 

                                   (TP+FP) 

       Specificity     =     TN                ……….        (3) 

                                (TN+FN) 

The risk rate of the corresponding integrated risk factor 
associated with each prediction method is reported. It is 
computed as the ratio of the probability of developing disease 
among those predicted susceptible to the probability of 
developing disease among those predicted non-susceptible. 

D. Receiver Operating Characteristic (ROC) curve 

The Receiver Operating Characteristic curve graphically 
interprets the performance of the algorithm implemented. It is 
used as an evaluation criterion for the predictive performance 
of the classification or the data mining algorithms [15]. ROC 
curve is a two-dimension graph in which the true positive rate 
(TPR) (4) is plotted on the Y axis and the false positive rate 
(FPR) (5) is plotted on the X axis. TPR is the true positive 
value which is the number of correct predictions. FPR is the 
false positive value which is the number of incorrect 
predictions. 

TPR= TP …………… (4) 
TP+FN 

FPR= FP …………… (5) 
TN+FP 

ROC analysis offers more robust evaluation of the relative 
prediction performance of the models than the tradition 
comparison of relative error, such as error rate [16]. 

IV. RESULTS AND DISCUSSION 

All analyses were carried out using R - a free, cross-
platform, open-source statistical analysis language and 
program. It is also an alternative to expensive commercial 
statistics software such as SPSS. Packages extend the 
functionality of R by enabling additional visual capabilities, 
statistical methods, and discipline-specific functions [17]. The 
recommended R distribution includes a number of packages in 
its library. These are collections of functions and data [18]. The 
base package, the stats package, the datasets package and 
several other packages, are automatically attached at the 
beginning of a session. Both of the random Forest package, 
ROCR package, party package and rpart package [17] [18] is 
frequently used. 

For biological research applications, interpretability of 
results is a key factor in selecting a particular machine learning 
method. For the experiment results, we are interested in the 
percentage of correctly classified instances of the algorithm 
(accuracy percentage) and the number of rules or size of trees 
produced by the classifiers. For the experimental setup, all the 
original datasets are entered in to excel sheet and saved as csv 
file format and imported as input to the R software for analysis. 
Next, the identified classification technique is implemented 
and tested on the viral dataset.One part of the data is used to 
create the classifier, the other part is held out to test the 
performance of the model on cases that have not been used for 
training. A more sophisticated internal validation method is 
cross validation. This procedure will result in a more accurate 
estimate of the model performance. 

For RF analysis, RF classification tree methods (number of 
trees =500; number of variables tried at each split =5) is used. 
To measure the importance of predictor variables, the mean 
decrease in accuracy and Gini index at each node were used. 
Fig. 2 illustrates the 29 most important variables of each 
measure. Mean Decrease in Accuracy exploits the margin, 
defined as the average of (% of votes for true class in the 
untouched OOB data) - (% of votes for the correct class in the 
variable-permuted OOB data) over all trees. In other words, the 
larger the size of the margin, the more important the predictor 
is. Gini importance is calculated for each variable using the 
Gini impurity criterion of the resulting subsets of the data at 
each decision node where the variable was used. Gini impurity 
is based on the squared probabilities of cases and controls in 
the two resultant subsets after a split is made using a variable. 
By definition, the impurity in the resulting subsets must be less 
than in the parent subset. The Gini index for a given variable is 
the sum over all trees of the decrease in Gini impurity after 
each split that involved that variable. 
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Fig. 2. Variable Importance Plots with Top 29 Variables caption 

Left panel contains the 29 most important variables for 
predicting case control status descending by Mean Decrease 
Accuracy (average of (% of votes for true class in the 
untouched OOB data) ‐ (% of votes for the correct class in the 
variable‐permuted OOB data) over all trees). Right panel 
contains the 29 most important variables descending by Mean 
Decrease Gini Index (adding up the Gini decrease for each 
individual variable over all trees). Both the accuracy measure 
and the Gini index detected the variables which had significant 
p-values less than 0.0001 for the Fisher‘s exact test within the 
29 most important variables.  

  

Fig. 3. ROC Curve 

 

Fig. 4. LIFT CURVE 

A predictive model is created using cforest (Breiman‘s 
random forests) from the package party, to evaluate the 
predictive model on a separate set of data, and then  the 
performance using ROC curves and a lift chart is plotted. 
These charts are useful for evaluating model performance in 
data mining and machine learning. The performance of the 
model applied to the evaluation set is plotted as an ROC curve 
and lift chart as seen in Fig 3 and 4 respectively. 

Permutation importance, on the other hand, is a reliable 
measure of variable importance for uncorrelated predictors 
when sub-sampling without replacement — instead of 
bootstrap sampling — and unbiased trees are used in the 
construction of the forest [19]. To meet this aim, conditional 
permutation is performed in which the importance measure is 
able to reveal the fake correlation between the response 
variable and other predictor variables. The results of 
conditional permutation scheme are shown in Fig.5. 
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Fig. 5. Plot showing the conditional Importance of each variable 

By inferring from these results the most important 
attributes  are identified in the order of Platelet count 1, 
Malaise, Coryza, Myalgia, Platelet count, Chills, Arthralagia, 
White blood cells count , Fever  .These results are compared 
with the instantaneous study of the viral diseases by the doctors 
and virologists reported by the World Health Organization .The  
report proves that the Patients with dengue had significantly 
lower platelet, white blood cell (WBC) and Signs of rash and 
indicators of liver damage, in combination with other variables 
such as age, myalgia , WBC count, and platelet counts [20]. 
The findings of this study suggest that several clinical and 
laboratory measures could potentially distinguish patients with 
dengue from those with other viral disease. Low platelet count 
and decreases in WBC and neutrophils were independently 
associated with the presence of dengue [21] [22] [23].The 
performance measures obtained by the implemented technique 
is tabulated and shown below in table 1 

TABLE I.  PERFORMANCE OF THE SINGLE CLASSIFIER ON THE DATA 

As shown from the results, using RF as a base learning 
algorithm ability of prediction is reduced and the present study 
highlighted important clinical observations of dengue viruses, 
to rule out the present confusion and may help to establish a 
diagnostic algorithm to distinguish dengue from other viral 
patients. The study also guides in early detection of the viral 
diseases so that appropriate management may be undertaken to 
reduce the long-lasting consequences in health.  Random forest 
runtimes are quite fast, and they are able to deal with 
unbalanced and missing data. 

V. CONCLUSION AND FUTURE WORK 

Identification of the influential clinical symptoms and 
laboratory features that help in the diagnosis of dengue fever 
(DF) in early phase of the illness would aid in designing 
effective public health management and virological 
surveillance strategies. Keeping this as our main objective, we 
develop in this paper a new computational intelligence-based 
methodology that predicts the diagnosis in real time, 
minimizing the number of false positives and false 
negatives.Given its performance, random forest and variable 
selection using random forest should probably become part of 
the ―standard tool-box'' of methods for the analysis of dengue 
data. The proposed method can be used for variable selection 
fulfilling the objectives above. Screen plots can be used to 
recover the important variables that are related to the diagnosis 
of Dengue, with-out being adversely affected by collinear ties; 
the proposed method is capable of extracting patterns, but 
with-out the cooperation and feedback from the medical 
practitioner, these results would be useless. Besides, this 
method is not aimed at replacing the medical practitioner and 
researchers, but rather to complement their invaluable efforts to 
save more human lives. As for further work, the plan is to 
investigate the diversity of the number of classifiers such as 
linear discriminant analysis, logistic regression and support 
vector machines in this aspect. Another possibility to 
investigate is using the RF algorithm in larger data sets with 
scores of attributes. Finally, a comparison of the classifiers 
ensemble would be of interest. 
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