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Abstract—In this article, Load Frequency Control (LFC) of 

three area unequal interconnected thermal, wind and Hydro 

power generating units has been developed with Proportional-

Integral (PI) controller under MATLAB/SIMULINK 

environment. Further, the PI controller gains values that 

optimized using trial and error method with two different 

objective functions, namely the Integral Time Square Error 

(ITSE) and the Integral Time Absolute Error (ITAE). The 

performance of ITAE objective function based PI controller is 

compared with the ITSE objective function optimized PI 

controller. Analysis reveals that the ITSE optimized controller 

gives more superior performance than ITAE based controller 

during one percent Step Load Perturbation (1% SLP) in area 1 

(thermal area). In addition, Proportional–Integral –Derivative 

(PID) controller is employed to improve the same power system 

performance. The controller gain values are optimized using 

Artificial Intelligence technique based Ant Colony Optimization 

(ACO) algorithm. The simulation performance compares the 

ACO-PID controller to the conventional PI. The results proved 

that the proposed optimization technique based the ACO-PID 

controller provides a superior control performance compared to 

the PI controller. As the system using the ACO-PID controller 

yield minimum overshoot, undershoot and settling time 

compared to the conventional PI controlled equipped system 

performance. 

Keywords—Cost curve; Interconnected Power system; Load 

Frequency Control (LFC); Objective Function;  Performance 

Index; Proportional-Integral controller 

I. INTRODUCTION 

Generally, in power generating units another form of 
energy is converted into electric energy or mechanical energy. 
Mechanical energy is converted into electrical energy by the 
use of electrical generator. The thermal power system converts 
heat energy into electrical energy. While, the gravitational/ 
falling force of water is converted into electric power via the 

use of hydro power plant. In addition, the wind power is 
extracted from the air flow using wind turbines. 

The quality of generating power supply from the generating 
unit depends on the consistency in voltage and frequency 
during sudden or continuous load demand. But practically 
maintaining the mentioned quantity/ parameters within the 
specified or nominal value is very complex as the load is 
continuously varied due to enormous growth in industries. In 
order to overcome this drawback power generating units are 
interconnected through tie-line [1-6]. During normal loading 
conditions each area carries its own load and keep the system 
parameters within the specified limit. When sudden load 
demand occurs in any one of the interconnected power system, 
suddenly the system parameters oscillate. At the same time 
remaining power system share the power (through tie-line) 
between them to maintain system stability [11-13]. 

Several control techniques have been proposed for the LFC 
of power systems to keep the system parameters at their 
specified value during sudden and normal loading conditions 
[1-10]. Literatures show that the system performance depends 
on both the employed controller and the selected objective 
function for tuning the controller parameters. In addition, it is 
clearly shown that many control strategies have been 
developed for load frequency control/Automatic Generation 
control application through the past few years. Such control 
strategies are as: Parameter-plane technique [15], Lyapunov 
Technique [16], Continuous and Discrete mode Optimization 
[18], Optimal Control theory [19], Adaptive Controller [20], 
Variable Structure Control(VSC) [22], Decentralized controller 
[21], Conventional controller [23], Fuzzy Logic controller [5], 
Classical Controller [1], Integral Controller [1], Bat inspired 
algorithm (BID) [26], Beta Wavelet Neural Network (BWNN) 
[27], Teaching Learning Based Optimization (TLBO) [28], 
Firefly Algorithm [29], Cuckoo Search [30], on Multi Input 
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Multi Output (MIMO) [36], etc. Table I reports the different 
control strategies related to LFC/AGC. 

TABLE I.  DIFFERENT CONTROL STRATEGIES IN LFC/AGC 

APPLICATIONS 

Control Strategy Author Year 

Parameter-plane technique [15] Nanda and kaul  1978 

Lyapunov Technique [16] Tripathy et al. 1982 

Continuous and Discrete mode 
Optimization [17] 

Nanda et al 1983 

Optimal Control theory [18] 
Kothari and 
Nandha  

1988 

Adaptive Controller [19] Pan and Lian 1989 

Variable Structure Control(VSC) 
[20] 

Das et al. 1991 

Decentralized controller [21] 
Aldeeen and 
Marsh 

1991 

Conventional controller [4] Nandha et al. 2006 

Fuzz Logic controller [5] 
Anand and Ebinzer 
Jeyakumar 

2009 

Classical Controller [1] 
Nandha and 
Mishra 

2010 

Integral Controller [2] 
Jagatheesan and 
Anand 

2012 

Particle Swarm Optimization [3] 
Naresh kumari and 
Jha 

2013 

Gradient Descent Method [3] 
Naresh kumari and 
Jha 

2013 

Conventional controller [23] 
Jagatheesan and 
Anand 

2014 

Ant Colony Optimization [24] 
Jagatheesan and 
Anand 

2014 

Stochastic Particle Swarm 
Optimization [25,34] 

Jagatheesan and 
Anand 

2014 

Firefly Algorithm [29] Dey et al. 2014 

Cuckoo Search [30] Dey et al. 2014 

Bat inspired algorithm (BID) [26] Das et al. 2015 

Beta Wavelet Neural Network 
(BWNN) [27] 

Francis and 
Chidambaram 

2015 

Teaching Learning Based 

Optimization (TLBO) [28] 
Sahu et al. 2015 

The rest of the paper is organized as follows: Section II, 
describes the proposed system modeling. The proper controller 
and the design analysis are presented in section III. In section 
IV, simulations and results are obtained using the ITSE and 
ITAE objective functions tuned PI controller to the system. 
Finally, the conclusion is presented in Section V. 

II. SYSTEM MODELING 

The examined power system consists of three areas 
interconnected power system for: Thermal (Area 1), Wind 
(Area 2) and Hydro power (Area 3) system; respectively. The 
transfer function model of the multi-area power system is 
shown in Figure 1. The nominal parameters of thermal and 
hydro power system parameters are taken from [5, 10] and the 
wind power system parameters are taken from [3, 14]. The 
thermal power system is equipped with an appropriate 
governor unit, single stage reheat unit and speed regulator 
components. Similarly, hydro power plant equipped with 
mechanical governor and speed regulator components. 

A. Hydro and thermal power system 

The thermal power system is equipped with appropriate 
single stage reheater unit. The thermal power system converts 
high temperature and high pressure steam into useful 
mechanical energy by the use of turbine and generator. 

Hydro power plant is equipped with suitable electric 
governor and provides better performance over the mechanical 
governor. The kinetic energy storage stored in hydro power 
plant is converted into electric power with the help of hydro 
turbine and generator. 

B. Wind power system 

The 35MW capacity of wind power system is 
interconnected to multi-area interconnected power system.  
Wind power is extracted from wind by the use of wind turbine. 
As the transfer function model of Wind Energy Conversion 
System (WECS) is developed via assuming constant wind 

speed. The proper selection of natural frequency n and 

damping factor   gives the second order dynamics of WECS 

[3, 14]. Two poles and one zero transfer function of the WECS 
are given by: 

)1)(1(

))1.(
)(






 STST

STK
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pt
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Fig. 1. Transfer function model of three areas Thermal-Wind-Hydro power system 

III. CONTROLLER SYSTEM 

System response yields more damping oscillations and 
larger steady state error during the sudden load disturbance. 
Introduction of the controller in feedback control system 
modifies the error signal and achieve better control action. 
Additionally, the transient response and steady state operation 
of the system is modified with the help of the controller [4, 6]; 
the proportional controller amplifies the error signals and 
increases the loop gain of the system. The overall system 
performance is improved based on the control design of the 
system. As in [1, 2, 35], the integral controller reduces or 
eliminates the steady state error. 

The objective function of the examined power system is 
given by: 

Integral Absolute Time Error (IATE) 





0

3 |}{| dtPftJ jtieii
  (2) 

Integral Time Square Error (ITSE) 





0

2

2 })({ dtPftJ jtieii
   (3) 

Where, 

e(t) is the error signal, and dt  is a small time interval 
during the sample. 

The optimal Proportional and Integral controller gain (KP 
and KI) values are obtained via plotting the cost that obtained 
for various values of controller gain against the Performance 
index J. Integral controller gain values are optimized using two 
cost functions. Then, the proportional gain values are 
optimized by keeping the integral controller gain value 
constant [4]. The Integral controller and Proportional controller 
cost curve obtained using ITAE objective function is shown in 
fig. 2 and 3. The Integral controller and Proportional controller 
cost curves are obtained using ITAE objective function as 
illustrated in fig. 4 and 5. 

 

Fig. 2. Cost curve for Integral Gain - ITAE 
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Fig. 3. Cost curve for Proportional Gain - ITAE 

 
Fig. 4. Cost curve for Integral Gain - ITSE 

  

Fig. 5. Cost curve for Proportional Gain -  ITSE 

Table II provides the values of P controller gain (KP) and 
the controller gain KI parameters tuned using ITSA and ITAE 
functions. 

TABLE II.  TUNED PI PARAMETERS WITH DIFFERENT OBJECTIVE 

FUNCTION 

Objective 

function 

Controller 

KI J KP J 

ITAE 0.14 2.797 2 1.66 

ITSE 0.18 0.007054 7 0.000935 

IV. ANT COLONY OPTIMIZATION TECHNIQUES 

There are various meta-heuristic algorithms that can be 
used is several applications as in [37- 40]. The first meta-
heuristic based Ant Colony Optimization (ACO) algorithm for 
hard discrete optimization problem was proposed in early 
1990’s. As the foraging behaviors of real ants are considered 
the basic inspiring source for developing ACO. During the 
food searching time, initially all ants explore around the 
surroundings randomly of their nest. As soon as possible ants 
find a food source, it evaluates the quality and quantity of food 
source and carries some amount of food back to their nest. 
Based on the quality and quantity of the food, pheromone 
quantity laid in the ground varied, it will guide to other ants to 
find the food source from their nest. This indirect 
communication between real ants through pheromone chemical 
is used to find the shortest path between food source and nest 
[24, 31, 32, 34, 41, 42]. 

The abovementioned behaviors of artificial ant colonies are 
used to solve complex discrete optimization problem. The 
expression of a probability and pheromone updating given by 
[32]. 

The transition probability from town i and j for the kth ant 
as follows 
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The value of pheromone versus heuristic information ij
  

is given by: 

ij

ij
d

1


   (5) 

The global updating rule is implemented in the ant system, 
where all ants start their tours, pheromone is deposited and 
updated on all edges based on equation (6) as follows: 


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Where, Pij  is the probability between the town i and j, 

ij
denotes the pheromone associated with the edge joining 

cities i and j, 

dij is the distance between cities i and j, as j  is a constant, 

Lk is the length of the tour performed by Kth ant, 

α, β are constant values that find the relative time between 
pheromone and heuristic values on the decision of the ant,  

ρ is the evaporation rate. 
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In this study these parameters are selected as follows: 
Number of ants=50, pheromone (τ) =0.6, evaporation rate (ρ) 
=0.95 and number of iterations=100. 

V. DYNAMIC RESPONSE ANALYSIS 

The transfer function model of investigating the power 
system is developed using the MATLAB/SIMULINK 
environment. Initially, the system is equipped with integral 
controller in all areas with one percent SLP in area 1. The trial 
and error method is used to optimize the Integral gain values. 
Different performance index values are tabulated with various 
integral gain values and cost curve is plotted (Performance 
Index versus Integral Gain) as illustrated in figures 2 and 4 for   
two different objective functions. After that system is equipped 
with the PI controller, the proportional gain values are 
optimized via keeping the integral gain constant in all areas. 
Various  proportional gain values are noted with different 
values of performance index and cost curves (Performance 
Index versus Proportional Gain) are plotted for two different 
objective functions. 

A. Performance Comparison PI controller with two different 

objective functions 

The dynamic performance of the proposed power system is 
compared with two different objective function optimized PI 
controller. The performance of power systems is obtained by 
considering one percent Step Load Perturbation in a thermal 
area (Area 1). Frequency deviations (delF1, delF2 and delF3), 
tie-line power flow between interconnected area (delPtie12, 
delPtie13 and delPtie23) and area control error(ACE1, ACE2 
and ACE3) are shown in figures 6-14. 
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Fig. 6. Frequency deviations (delF1) for 1% SLP in area 1 

 
Fig. 7. Tie-line power deviations (delPtie12) for 1% SLP in area 1 
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Fig. 8. Frequency deviations (delF2) for 1% SLP in area 1 
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Fig. 9. Tie-line power deviations (delPtie13) for 1% SLP in area 1 
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Fig. 10. Frequency deviations (delF3) for 1% SLP in area 1 
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Fig. 11. Tie-line power deviations (delPtie23) for 1% SLP in area 1 
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Fig. 12. Area Control Error (ACE1) for 1% SLP in area 1 
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Fig. 13. Area Control Error (ACE2) for 1% SLP in area 1 
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Fig. 14. Area Control Error (ACE3) for 1% SLP in area 1 

It can be clear from figs.6-14 and table III that the system 
performance is improved in terms of minimum overshoot, 
undershoot and settling time  compared to ITAE objective 
function optimized PI controller, when the ITSE objective 
function for the PI controller parameters optimization is used. 

TABLE III.  PERFORMANCE OF OBJECTIVE FUNCTION 

 
ITAE ITSE 

Ts OS US Ts OS US 

Figure 5 79 0.0021 0.0069 67 0.0011 0.0038 

Figure 6 84 0.007 0.0156 80 0.0001 0.0074 

Figure 7 95 0.0004 0.015 83 0.00005 0.0058 

Figure 8 35 0.0035 0.0009 33 0.0018 0.00046 

Figure 9 111 0.016 0.0008 80 0.00018 0.006 

Figure 10 117 0.0034 0.00097 98 0.0018 0.00018 

Figure 11 69 0.00615 0.0114 59 0.006 0.00044 

Figure 12 77 0.0011 0.0074 58 0.0008 0.0031 

Figure 13 113 0.0071 0.0017 76 0.0008 0.0030 
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B. Performance Comparison PI controller with ACO-PID 

controller 

The response of the power system using the proposed 
optimization technique based controller is compared to the 
conventional tuning method based PI controller. The 
performance of the power systems proposed approach is 
obtained considering one percent Step Load Perturbation in a 
thermal area (Area 1). Frequency deviations (delF1, delF2 and 
delF3), area control error (ACE1, ACE2 and ACE3) and tie-
line power flow between interconnected area (delPtie12, 
delPtie13 and delPtie23) are demonstrated in figures 15-23. 
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Fig. 15. Frequency deviations (delF1) for 1% SLP in area 1 
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Fig. 16. Frequency deviations (delF2) for 1% SLP in area 1 
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Fig. 17. Frequency deviations (delF3) for 1% SLP in area 1 
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Fig. 18. Area Control Error (ACE1) for 1% SLP in area 1 
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Fig. 19. Area Control Error (ACE2) for 1% SLP in area 1 
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Fig. 20. Area Control Error (ACE3) for 1% SLP in area 1 
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Fig. 21. Tie-line power deviations (delPtie1) for 1% SLP in area 1 
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Fig. 22. Tie-line power deviations (delPtie2) for 1% SLP in area 1 
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Fig. 23. Tie-line power deviations (delPtie3) for 1% SLP in area 1 

Figs. 15-23 shows the performance comparison of the 
ACO-PID controller equipped response with conventional PI 
controller equipped investigated power system. The dotted line 
shows the conventional PI controller response that produces 
more damping oscillations nearly up to 100 sec with more 
settling time, large over and under shoots in the response. The 
solid line shows the response of ACO-PID controller quipped 
power system response and it yields less damping oscillations 
up to 50 sec with minimum over and under shoot with quickly 
settled response. 

It can be observed and concluded from Figs.15-23 and table 
IV that using the ACO optimized PID controller implemented 
in the power system, improvise effectively the  performance of  
the power system in terms of minimum overshoot, undershoot 
and good settling time compared to the conventional tuning 
method based PI controller response. 

TABLE IV.  PERFORMANCE OF OBJECTIVE FUNCTION 

 
ACO - PID Conventional PI controller 

Ts OS US Ts OS US 

Figure 15 9.46 0.0012 0.0018 47.94 0.0069 0.012 

Figure 16 11.4 0.003 0.001 58 0.0001 0.006 

Figure 17 14.3 0.0012 0.0032 48.52 0.0005 0.0062 

Figure 18 6.59 0.00032 0.004 80.79 0.00063 0.0069 

Figure 19 9.13 
0.00002
6 

0.0001 30.76 0.0017 0.00057 

Figure 20 8.24 0.00058 0.0013 53.59 0.0019 0.0075 

Figure 21 8.18 0.00056 0.0014 68.68 0.0017 0.0077 

Figure 22 10.1 0.0004 0.0011 43.9 0.0062 0.0028 

Figure 23 
21.0
4 

0.0073 0.0013 61.29 0.00071 0.0029 

VI. CONCLUSION 

This paper presents a design of Load Frequency Control 
(LFC) for multi-area Thermal-Wind-Hydro power systems. 
Proportional Integral (PI) and Proportional Integral Derivative 
(PID) controllers are employed to achieve better control 
performance during the load disturbance. PI Controller gain 
values are optimized using trial and error method with two 
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different objective functions, namely ITAE and ITSE. The PI 
controller effectiveness is examined and compared by 
considering one percent Step Load perturbation in the thermal 
area (Area 1). Simulation results reveal that, ITSE objective 
function based controller provides much better result (Less 
Settling Time, Peak over and undershoot, Damping 
oscillations) compared to ITAE objective function based 
controller.  Further PID controller gain values are optimized 
using the ACO algorithm and comparisons between PI 
controller and ACO tuned controller reveal that the ACO-PID 
controller effectively reduces the electromechanical 
oscillations, settling time, peak over and undershoots in the 
system response compared to conventional PI controller 
equipped power system response. The proposed approach is 
can also extended to multi-area (more then three areas) with the 
addition of more renewable energy resource into the same issue 
of interconnected power system with different bio-inspired 
algorithms. 
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