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Abstract—On the basis of a necessary development of the
road safety, vision-based vehicle detection techniques have gained
an important amount of attention. This work presents a novel
vehicle detection and tracking approach, and structured based
on a vehicle detection process starting from, images or video
data acquired from sensors installed on board of the vehicle,
to vehicle detection and tracking. The features of the vehicle are
extracted by the proposed GIST image processing algorithm, and
recognized by the state-of-art Support Vectors Machine classifier.
The tracking process was performed based on edge features
matching approach. The Kalman filter was used to correct the
measurements. Extensive experiments were carried out on real
image data validate that it is promising to employ the proposed
approach for on road vehicle detection and tracking.
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I. INTRODUCTION

Advanced Driver Assistance Systems (ADAS) play an im-
portant role in enhancing car safety and driving comfort.
One of the most important difficulties that ADAS face is
the understanding of the environment and guidance of the
vehicles in real outdoor scenes. These systems aim to alert
a driver about driving environments, possible collision with
other vehicles, or take control of the vehicle to enable collision
avoidance and mitigation. Vehicle accident statistics disclose
that the main threats drivers are facing are from other vehicles.
Consequently, robust and reliable vehicle detection system is
a required critical and important task not only for ADAS, but
also for other real-world applications including urban scene
understanding, automated driving, self-guided vehicles, etc.
The most common approach to vehicle detection is using
active sensors such as lidar, millimeter wave radars, or lasers
[1] . Prototype vehicles employing active sensors have shown
promising results. However, active sensors have several draw-
backs, such as low spatial resolution, slow scanning speed, and
are rather expensive. Moreover, when there is a large number
of vehicles moving simultaneously in the same direction, these
sensors may interfere with each other, which can cause many
problems. On the other hand, passive sensors, such as optical
cameras, offer a more affordable solution and can be used to
track more effectively cars entering a curve or moving from
one side of the road to another. Moreover, visual information
can be very important in a number of related applications,

such as lane detection, traffic sign recognition, or object
identification (e.g., pedestrians, obstacles), without requiring
any modifications to road infrastructures.

In general, vehicle detection using optical sensors is a
very challenging task due to several factors. For example,
vehicles come into the view with different speeds and may
vary in shape, size, and color Fig. 1(a). Air pollution and
weather conditions (e.g., rain, snow, fog, shadows, and clouds)
may affect the visibility of vehicles Fig. 1 (b), In addition,
its appearance depends on its pose and can be affected by
obstacles, such as other vehicles, pedestrians, etc. Fig. 1 (c)
, Outdoor lighting conditions varying from day to night may
also affect the visibility on the road scenes Fig. 1(d). Moreover,
real-time constraints make this task even more challenging.

Almost every visual vehicle detection system follows two
basic steps: Hypothesis Generation (HG), which hypothesizes
the locations in images, where vehicles might be present.
Hypothesis Verification (HV), which verifies the hypothesis.

In this paper, we present a new vehicle detection and track-
ing approach using vision-based techniques. For the detection,
first we refer to hypothesis generation and verification using
the sliding window and GIST as a features descriptor along
with a well trained linear SVM. For the tracking, we refer
to an edge based features matching method. The rest of the
paper is organized as follows. Section 2 presents an overview
of past work on vehicle detection and tracking. Section 3
details the proposed approach to vehicle detection and tracking.
Experimental results are illustrated in Section 4. Section 5
concludes the paper.

II. RELATED WORK

Many different approaches to vehicle detection and tracking
have been proposed and it is difficult to compare between
these approaches since they are based on different data. Re-
garding the detection problem, different approaches have been
proposed. In the older studies, e.g. [2], [3] , as well as in many
recent ones, e.g. [4], [5] , authors refer to monocular vision or
stereo-vision based techniques.

For the monocular vision based techniques, the use of some
features to detect vehicles is widely employed in the literature.
For example, Histogram of oriented gradient (HOG) features
[6] have been used in a number of studies [7]. In [8], the
symmetry of the HOG features extracted in a given image
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Fig. 1: Examples for difficulties facing the vehicle detection
task.

patch, along with the HOG features themselves, was used for
vehicle detection. Haar-like features have also been used for
vehicle detection in a number of studies [9]-[14]. Haarlike
features are popular for two main reasons. First, Haar-like
features are well suited to the detection of horizontal, vertical,
and symmetric structures. Second, by using the integral image,
feature extraction is very fast. While studies that use either
HOG or Haar-like features comprise a large portion of recent
vehicle detection works, other general image features have
been used. In [S5], a combination of SURF and edge features
are used to detect vehicles, with vehicle parts identified by
keypoint detection. In [15], vehicles are detected as a com-
bination of parts, using SIFT features and hidden Conditional
Random Field classification. In [5], a combination of speeded-
up robust features and edges is used to detect vehicles in the
blind spot. In [16] Gabor and Haar features were used for
vehicle detection. These features are feed to the classifiers to
perform the vehicle detection process. Support vector machines
(SVMs) have been widely used with HOG features for vehicle
detection [7], [9]. The HOG-SVM formulation was extended
to detect and calculate vehicle orientation using multiplicative
kernels in [17]. In [9], [18], artificial neural networks were
used to classify extracted features for vehicle detection. The
combination of Haar-like feature extraction and Adaboost
classification has been used to detect rear faces of vehicles
in [11], [19], [20]. In [21], Waldboost was used to train
the vehicle detector. Motion-based approaches, which require
a sequence of images in order to recognize vehicles, are
also employed to detect vehicles. In general, these methods
has been less common than features-based methods. In [2],
[22], adaptive background modelling was used, with vehicles
detected based on motion that differentiated them from the
background. Optical flow [23], a fundamental machine vision
tool, has been used for monocular vehicle detection [24]. In
[25], a combination of optical flow and symmetry tracking was
used for vehicle detection. In [26], interest points that persisted
over long periods were detected as vehicles traveling parallel
to the ego vehicle. Ego-motion estimation using optical flow,
and integrated detection of vehicles was implemented in [3].
In [27], optical flow was used to detect overtaking vehicles in
the blind spot.
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On the other hand, in the stereo-vision based techniques,
multi-view geometry allows for direct measurement of 3D
information, which provides for understanding of scene, mo-
tion characteristics, and physical measurements. The ability
to track points in 3D, and distinguish moving from static
objects, affects the direction of many stereo-vision studies.
While monocular vehicle detection often relies on appearance
features and machine learning, stereo vehicle detection often
relies on motion features, tracking, and filtering. In [28], a
histogram of depths, computed from stereo matching, was used
to segment out potential vehicles. Clustering was used for
object detection in [29]. In [4], clustering was implemented
using a modified version of iterative closest point, using polar
coordinates to segment objects. In [30], the occupancy grid
is populated using motion cues, with particles representing
the cells, their probabilities the occupancy, and their velocities
estimated for object segmentation and detection.

In the tracking process, many approaches have been used.
For example, in [31], the concept of 6D-vision, the tracking of
interest points in 3D using Kalman filtering, along with ego-
motion compensation, is used to identify moving and static
objects in the scene. The authors in [32] have proposed a
novel real time traffic supervision approach, which employs
optical movement to detect and track vehicles. It uses two
new techniques: color contour based matching and gradient
based matching. Occupancy grids are widely used in the
stereo-vision literature for tracking. In [29], scene tracking and
recursive Bayesian filtering are used to populate the occupancy
grid each frame, while objects are detected via clustering. In
[33], tracked 3D points, using 6D vision, are grouped into an
intermediate representation consisting of vertical columns of
constant disparity, termed stixels. Stixels are initially formed
by computing the free space in the scene, and using the fact
that structures of near-constant disparity stand upon the ground
plane. The use of the stixel representation considerably reduces
the computation expense over tracking all the 6D vision points
individually. The tracked stixels are classified as vehicles using
probabilistic reasoning and fitting to a cuboid geometric model.

In this work, the vehicle detection process is performed
in only one step. Sliding window is processed by a features
descriptor and given to a classifier to decide whether they
contain vehicles or not. Then, the regions are considered
as true vehicles based on a threshold. For vehicle tracking,
edge features are used. A matching edge process is used to
find corresponding edges between consecutive frames. These
correspondences are used to track the vehicle in the next frame.

III. PROPOSED METHOD

The aim of this work is detection and tracking of the on-
road vehicles. The realization of this system was motivated by
the crucial need of enhancing the people safety while driving
on a road, and providing more comfort when they face other
vehicles.

A flow chart of the proposed approach is shown in Fig. 2.

The first step of the proposed approach is vehicle detection.
Sliding window is processed by a features descriptor and given
to a classier to decide whether they contain vehicles or not. The

595|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Image/Video Data
from Sensor

l

Vehicle Detection

l

Vehicle Tracking

Fig. 2: Flow chart of the proposed approach.

positive windows are classified as true vehicle or false alarms
based on a threshold. The second step is vehicle tracking which
is based on edge features. Edge curves matching process is
applied to find corresponding edges between two consecutive
frames. These correspondences are used to find the tracked
vehicles in the next frame. Kalman filter is used then to correct
the measurements or to predict the new positions if there is no
measurements.

A. Vehicle Detection

On-board vehicle detection systems have high computational
requirements as they need to process the acquired images
at real-time or close to real-time to save time for driver
reaction. Searching the whole image to locate potential vehicle
locations is prohibitive for real-time applications. The majority
of methods reported in the literature follow two basic steps: 1)
HG where the locations of possible vehicles in an image are
hypothesized and 2) HV where tests are performed to verify
the presence of vehicles in an image. Various HG approaches
have been proposed in the literature [34]-[36], which can be
classified into one of the following three categories:

1) knowledge-based: Knowledge-based methods employ a
priori knowledge to hypothesize vehicle locations in an image.
2) stereo-based: These kind of approaches take advantage
of the Inverse Perspective Mapping (IPM) to estimate the
locations of vehicles and obstacles in images.

3) motion based : Motion-based methods detect vehicles and
obstacles using optical flow.

The hypothesized locations from the HG step form the input to
the HV step, where tests are performed to verify the correctness
of the hypothesis.

In this work, sliding window is used to detect vehicles. The
use of the concept sliding window spans a broad variety of
domains, such as information technology where it has been
widely used in signal processing for analysis of frequent items
in packet streams [37]. In informatics, it has been applied to
detect a variety of object such as faces, pedestrians, traffic
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signs and vehicles etc. Sliding windows have also been applied
within the field of natural language processing for collocation
detection [38]. We applied the concept of the sliding window to
detect relevant information from the on-road images captured
by a camera mounted on a car.

The sliding_window function requires three arguments. The
first is the image that we are going to loop over. The second
argument is the stepSize.

The stepSize indicates how many pixels we are going to ’skip’
in both the (x,y) direction. Normally, we would not want to
loop over each and every pixel of the image (i.e. stepSize=1
) as this would be computationally prohibitive if we were
applying an image classifier at each window.

Instead, the stepSize is determined on a per-dataset basis and
is tuned to give optimal performance based on your dataset
of images. In practice, it’s common to use a stepSize of 4
to 8 pixels. Remember, the smaller your step size is, the
more windows you will need to examine. The last argument
windowSize defines the width and height (in terms of pixels) of
the window we are going to extract from the image. Regarding
this work we have performed several experiments on the on-
road image scenes using different parameters for the sliding
window.

stepSize = 4,8,12 in both directions, and we keep skipping the
same number of pixels in (X,y) axes for each experiments.
To detect vehicles in multi scale, the window size we have
chosen varies between 20 x 20 and 100 x 100.

For more precision we only consider regions where more than
10 detections were found as vehicle. This constraint will reduce
the number of false alarms.

We validate the windows based on an analysis of a set of
features in the original domain. We propose a set of perceptual
dimensions (naturalness, openness, roughness, expansion,
ruggedness) that represent the dominant spatial structure of
a scene. These dimensions may be reliably estimated using
spectral and coarsely localized information (GIST Descriptor)
according to [39].

First introduced in [39]. GIST is a low dimensional
representation of the scene, which does not require any form
of segmentation according to [40].

Intuitively, GIST summarizes the gradient information (scales
and orientations) for different parts of an image, which
provides a rough description (the gist) of the scene.

The algorithm presents the advantage of being biologically
plausible and of having low computational complexity, sharing
its low-level features with a model for visual attention that
may operate concurrently on a vision system.

Given an input image, a GIST descriptor is computed by:

e Convolve the image with 32 Gabor filters at 4 scales,
8 orientations, producing 32 feature maps of the same
size of the input image.

e Divide each feature map into 16 regions (by a 4 x 4
grid), and then average the feature values within each

region.

e Concatenate the 16 averaged values of all 32 feature
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Fig. 3: Framework of GIST.

Fig. 4: Positive image (left) with its gist descriptor (right).

maps, resulting in a 16 x 32 = 512 GIST descriptor.

The Fig. 3 presents a framework of the GIST descriptor and
Fig. 4 shows an image from the database with its GIST
descriptor.

The GIST descriptor features vector containing 512 values
(see Fig. 5) is introduced to a state of the art classifier.
Support Vector Machine with linear kernel in a version
implemented in Matlab software, and trained by Levenberg
Marquardt algorithm.

A new database created in the [41] containing 4000 positive
vehicle images and 4000 negative vehicle images is used to
train and test the classifiers.

The database consists of images of resolution 64 x 64 acquired
from a vehicle-mounted forward-looking camera. Each image
provides a view of the rear of a single vehicle.

A cross-validation procedure is used to test the method.
Specifically, 75% of the images are randomly selected for the
training set and the remaining 25% are used for the testing
set. This process is repeated three times and the average is
computed.

B. Vehicle Tracking

In this section, we describe the proposed method for vehicle
tracking summarized in Fig. 6. The algorithm is based on edge
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0.35

Fig. 5: The GIST histogram of the positive image shown in
Fig 4.

features. To extract edges, we had used canny edge operator
[42] for the reason that it yields continuous edge curves which
are vital to the proposed method and for its detection precision.
The algorithm of association proposed in [43] is used to
find relationships between consecutive frames. Edge curve
matching process is applied based on these relationships to
find correspondences between edge curves of two consecutive
images. The matched edge curves in an image k of the edge
curves of any detected vehicle in the image k-1, are used to
measure the position of that vehicle in the image k. Kalman
filter is used to correct the current position based on the new
measurement and the past states.

1) Edge curves matching process: Here, we describe the
algorithm that matches edge curves between two consecutive
images [;_; and I;. We begin by describing the association
algorithm used to find relationship between consecutive im-
ages. More details can be found in [43]. Let us consider two
edge points PL | and QF | belonging to the edge C}%, in
IF | and their corresponding ones P and QF belonging to
the edge C’,f “Jin I ,f (see Fig. 7). The associate point to the
point QL is defined as the point belonging the edge Ckal with
the same y-coordinate as of Qﬁ (e.g. as shown in Fig. 7 the
associate of the point Q,% is the point Pkal) [43], [44].

Based on these associate edge points computed used the
association algorithm described above, we match the edge
curves of each two consecutive images. Let ASS(C}._,) be the
set of associate edge points of the edge curve C’fﬁl. We find
the matched edge curve CY of the edge curve C},_; by looking
for the edge curve which contains the maximum number of
edge points in ASS(C}_ ).

2) Kalman filter: In advanced driver assistance systems
(ADAS) applications, the fps is high (the time interval between
consecutive frames is too small), which allows to assume that
the vehicle velocity is constant. In the tracking process, we
use the position and the velocity to describe characteristics of

597|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 7, No. 1, 2016

Edge points of Association Edge points of
the image k-1 between edge the image k
points
Edge curves
matching

Vehicle —
position at the . New position Pasition not found
image k-1 measurement

Position found

Kalman Filter
update

Kalman Filter
prediction

Vehicle
position at the
image k

A

Fig. 6: Main steps of the proposed tracking algorithm.

Image IkL

Fig. 7: I} | and I} two consecutive left images. The point
PE | in image I} | is the associate of the point QL in the
image I}F.

vehicles motion. The system state is defined by the vector:
Xi = (2,9, vz, vy) (1)

The description of the state and the measurement at the step
k are defined by the following equations:

Xk:FXXk_1+Wk (2)
Vi=Hp x X +Vj 3)
Which implies that the structure of F is something like:
1 0 dt 0
01 0 dt
=loo 1 o0
0 0 0 1

We measure only the position of the vehicle z=(x,y), which
implies that the structure of H is something like:

SO o
SO~ O

Kalman tracking process is divided into two steps, prediction
and correction. In the step of prediction, the process computes
a predicted system state X and an error covariance P. In the
step of correction, the Kalman filter computes the Kalman gain
based on error covariance P. Then it corrects the state using
Kalman gain and the measurement value. In this work, we had
used the kalman filter implemented in OPENCV.

3) Position measurement and update: The measurement of
the new position of any vehicle is performed by looking for
the edge curves of that vehicle that have corresponding edge
curves in the next image. Let MEC(V;) be the set of the
matched edge curves in the next image of the edge curves
of the vehicle V;. The center of the box containing all the
matched edge curves in the set MEC(V;) is considered as the
new position of the vehicle V; in the next image. The new
position is given to the Kalman filter discussed above to update
the state. If an observation is unavailable for some reasons (i.e.
occlusion), the update may be skipped and multiple prediction
steps are performed.
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TABLE I: Classification accuracy rates of GIST compared with
CR-HOG using SVM in %.

CR-HOG  GIST
Acc 94.98 96.0

IV. EXPERIMENTAL RESULTS

In this section, we present the results obtained by the new
method. We note that the hardware used in our experiments
is a HP Pavilion dv3 Intel(R) Core(TM) Duo CPU 2.10GH
running under Windows 7.

A. Vehicle Detection

In the following we present results from the classification
applied. The database consists of 4000 vehicle images and
4000 non vehicle images of resolution 64 x 64 acquired
from a vehicle-mounted forward-looking camera. Each image
provides a view of the rear of a single vehicle. And in order to
confirm the performance of the proposed scheme, we compare
it with the approach proposed in [41].

The original images are manually labeled to provide the ground
truth. The image containing vehicle is labeled as positive
sample; otherwise, it is labeled as a negative sample. In
order to prevent over-fitting of the classification results, we
exploited three-fold cross-validation for all the classification
experiments.

An example of each type of images from the database that
was used for the experiment is shown in Fig. 8. The accuracy
of correctly classified rate of samples is provided in Table
I. Table I shows the classification results of the SVM in the
original color space. From these results we can conclude that
the proposed approach outperforms the [41] scheme and shows
a superior performance, with an improvement of 1.02% in term
of accuracy.

The results obtained can be explained by:

CR-HOG feature extractor is based on the HOGs that evaluate
local histograms of image gradient orientations in a dense grid.
The underlying idea is that the local appearance and shape of
the objects can often be well characterized by the distribution
of the local edge directions, even if the corresponding edge
positions are not accurately known. The CR-HOG is a new
configuration of HOG composed of concentric rectangular
cells. In addition to the distribution of the local edge directions,
the GIST descriptor represents the scale information. Conse-
quently, more variability is found in the gradient orientation
map. Thus better discrimination ability in the features extrac-
tor. The results are improved to an overall accuracy of 97.5%
when using the MLP neural network as a classifier instead of
the linear SVM.

This can be explained by the few advantages that MLP over
other classifiers [45] such as better generalization ability,
robust performance and less training data.

B. Vehicle Tracking

In order to assess its performances, the new method has been
tested on an image sequence acquired by a sensor mounted
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Fig. 8: Samples from the database.

aboard a moving car, the velocity of the car was 90km per hour
and the sensor provides 10 images per second. The images size
is 377 x 286 pixels.

Fig. 9 shows the results obtained by the proposed method on
the frames #4132, #4136 and #4140 of the sequence described
above. it shows the vehicles detected and tracked over time by
the proposed method. We had successfully detected the two
vehicles in the scene but we have also some false alarms. The
two detected vehicles had been successfully tracked over time.
The method treats 13 images per second and the sensor used in
our experiments provides 10 images per second which makes
the new method a real time method.

V. CONCLUSION

In this work, a novel vehicle detection and tracking method
was proposed. This method is robust in the context of real
traffic scenes. As regards vehicle detection, the GIST de-
scriptor has been utilized based on the extraction of gradient
features (scales and orientations) for different parts of an
image. The descriptor has proven to have good discriminating
properties using a reduced number of features in a simple
linear kernel SVM. Thus resulting in a rough description of
the scene and ideally suited for real time applications. For
vehicle tracking, a new method based on edge curves matching
between consecutive frames was proposed. The matched edge
curves between consecutive frames are utilized to find the new
vehicle’s position in the next frame, then Kalman filter was
applied to correct the measurements. In addition to its cost
effectiveness, the over all system exhibits a good functionality
on real world scenarios. For further studies, more complicated
scenes and environmental factors must be considered to make
the approach more robust. We will combine the GIST de-
scriptor with an other descriptor such as HOG to improve
the detection process. We will also use the feature detector
SURF together with the matching process used in this paper
to improve the tracking process.
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