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Abstract—In this paper, performance analysis of conventional 

spectral amplitude coding (CSAC) with hybrid (HSAC) for 

OCDMA system is investigated in local area network (LAN) 

environment. The CSAC is built based on arithmetic sequence 

with simple algebraic ways. The HSAC technique is used in 

which spectral amplitude coding (SAC) combined with 

wavelength division multiplexing (WDM) to effectively reduce 

multiple access interference (MAI) and mitigate the influence of 

phase induced intensity noise (PIIN) arising in photodetecting 

process. The main idea is to construct the code sequences in SAC 

domain then repeat it diagonally in the wavelength domain as 

groups which maintains the same cardinality of a given code 

weight. Results show that HSAC outperforms CSAC when the 

number of active users is high due to its better correlation 

properties.  It has been shown that the HSAC can suppress 

intensity noise effectively and improve the bandwidth utilization 

significantly up to 4.2 nm. 

Keywords—Conventional SAC (CSAC); Hybrid SAC (HSAC); 

WDM; OCDMA; MAI 

I. INTRODUCTION 

The demand for networks with higher capabilities at lower 
cost is increasing daily. This demand is fueled by many 
different factors. The tremendous growth of the internet has 
brought huge amount of users consuming large amount of 
bandwidth since data transfers involving video and image. To 
fulfill the demands for bandwidth and to deploy new services, 
new technology must deployed and fiber optic is such one key 
technology. There is not much different between multiple 
access and multiplexing techniques, in simple word, multiple 
access is a technique that allows communication media to be 
shared between different users while multiplexing is a 
combination of signals into single transmission signal [1]. 
Wavelength division multiplexing (WDM) has been considered 
as an ideal solution to extend the capacity of optical networks 
without drastically changing the fiber infrastructure. Various 
architectures that incorporate WDM into access networks have 
been proposed by both academia and industry [1-2]. Optical 

code division multiple access (OCDMA) has been considered 
lately as an efficient scheme for optical communication 
networks [3]. Among all OCDMA techniques, spectral 
amplitude coding (SAC) systems have been considered since 
multiple access interference (MAI) can be completely 
eliminated by spectral coding [4-6]. However, as long as the 
number of users increases, phase induced intensity noise (PIIN) 
arises during balance photodetecting process which results in 
higher bit error probability. This eventually limits the network 
capacity.  Several schemes have been introduced to be 
combined with OCDMA technique to improve the MAI 
cancellation and support more users in fiber optical networks 
[7-13].  Among all of them temporal/spatial OCDMA networks 
to improve autocorrelation sidelobes and cross-correlation have 
been proposed in [7]. Applying an optical pulse to represent 
one chip in the wavelength and time domain is one way of the 
MAI improvement schemes [8–10]. Some proposals [11–13] 
have employed differential detection to reduce the MAI. 
However, these systems are suffered from different problems 
one way or another to remove all the MAI at the receiver, 
resulting in severe interference, which limits the number of 
active users in the network.  In SAC system, fiber Bragg 
grating (FBG) can be used as main part of encoder-decoder 
structure of each user. When the number of active users 
becomes large the sizes of FBG will become impractical. One 
way to relax impracticality of FBGs is to use two dimensional 
coding schemes but at the cost of additional fiber ribbons and 
star couplers are required [14]. In this paper, firstly a 
conventional SAC (CSAC) code family is built by using 
simple algebraic ways. Secondly a hybrid SAC scheme is 
modeled by combining WDM and SAC which maintains MAI 
cancellation property and PIIN alleviation in OCDMA 
network. The CSAC code sequences is characterized by the 
parameters L, N, W, λc, where L is the code length, N is the 
number of users, W is the code weight (number of marks) and 
λc is the cross correlation (λc=1).The CSAC scheme is built 
with fixed in-phase cross correlation aiming to completely 
remove the MAI by differential detection at the receiver side.  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 12, 2016 

236 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 1. Mapping elements in AS to blocks in CSAC matrix 

The PIIN with the power square at photodiodes (PDs) is 
noticeably suppressed due to the space for spreading the 
received power which makes the PDs get less power for the 
PIIN, while maintaining the same signal power in the receiver 
[4], [15].  The rest of the paper is organized as follows. Section 
2 shows steps of construction of CSAC code family. The 
HSAC model is described in Section 3. The HSAC 
encoder/decoder structure is explained in Section 4. In Section 
5, the performance analysis of the CSAC and HSAC in the 
OCDMA network is elaborated. Theoretical analysis and 
numerical results are presented in Section 6. Finally, the 
conclusions are drawn in Section 7. 

II. CODE CONSTRUCTION AND PROPERTIES 

A. Definitions 

Let )1,,4,3,2,1,(  WWWWWAS  denotes an 

arithmetic sequence. The sum of W terms of the arithmetic 
sequence (AS) can be calculated by. 

                              1
2

 W
W

Sw
                              (1) 

The value of Sw represents the number of columns of 
conventional SAC (CSAC). Fig. 1 illustrates the mapping 
process of AS to CS, where each element in AS will be 
mapped to corresponding block in CSAC. The length of each 
block can be calculated by the formula. 

                          1Lg  gW                                    (2) 

where W is the code weight and g = 1,2,3,…,N                                             

B. Construction steps of CSAC code family 

Step1: Form the arithmetic sequence (AS) as follows. 

                )1,,4,3,2,1,(  WWWWWAS           (3) 

Step 2: Calculate value(s) of m, such that: 

                21 MmM                                                      (4) 

where, 

              






 
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2

2
)1(21

r
WrM                                      (5)                                               

                  






 


2

1
12

r
WrM                                        (6) 

Notice that, if the value of M1 exceeds the value of L then m 

carries the value 1 ( i.e., if M1 > L then m , M1 , M2  assign the 

value 1 ). 
Step 3: Calculate the code length                                                               

                        
2

)( NW
L


                                               (7)   

Step 4: Calculate the position of ―1s‖ in the first row of 
each block using

 

                                  ),( mrp                                         (8) 

Step 5: Calculate the positions of cross-correlated ―1s‖ in 
each block using 

                            ),1( 1 mMmrq                          (9) 

Step 6: Fill each row with  
1

2





W

NW   "0s"   , where N is 

the number of users. 

C. Code Examples 

To clarify the steps mentioned in Section 2.2, we consider 
the following two cases. 

Case 1:  for W = 3, N = 4 

Step1: Form the arithmetic sequence, so the block of CSAC is 

r = 1, 2, 3. 

Step 2: Calculate M1 and M2 using Eq. (4) and Eq. (5). 

For r =1,  

Identify applicable sponsor/s here. If no sponsors, delete this text box 
(sponsors). 
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hence m = 2, 3, 4 using (2). 

For r =2,  
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hence m = 5, 6 using (2). 

For r =3, 
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hence m, M1, M2 =1 as M1 > L. 

Step 3: Calculate the code length using (6). 

6
2

)43(



L

 
Step 4: Calculate p using (7) 

For r =1 and  m = 2, p = (1, 2) 

For r =1 and  m = 3, p = (1, 3) 

For r =1 and  m = 4, p = (1, 4) 

For r =2 and  m = 5, p = (2, 5) 

For r =2 and  m = 6, p = (2, 6) 

For r = 3 and m = 1, p = (3, 1) 

Step 5: Calculate q using (8) 

For r = 1, M1 = 2 and m = 2,3,4 

 2,2)2,1221( q  
 3,3)3,1231( q

 
 4,4)4,1241( q  

For r = 2, M1 = 5 and m = 5, 6. 

 5,3)5,1552( q  
 6,4)6,1562( q  

For r = 3, M1 = 1 and m = 1 (as M1 > L) 

 1,4)1,1113( q  
 

Step6: Pad each raw with a 2

)2( NW

"0" s  

 

= 2

)24(3 

= 2

)2(3

= 3 ―0s‖. 
Using the above steps of construction in Section 2.2, we 

have listed some code sequences in Eq. (10). In this equation, 
the coordinates of p obtained in  step 3  are (1,2), (1,3), (1,4), 
(2,5), (2,6), and (3,1)  while  the coordinates of q obtained in  
step 4  are (2,2), (3,3), (4,4), (3,5), (4,6), and (4,1) . It should be 
pointed out that, all these coordinates represent the positions of 
―1s‖ whereas the positions of ―0s‖ calculated by using step 6. 
Therefore, using step 4, step 5 and step 6, the code patterns can 
be generated 

          

0 1 1 1 0 0

0 1 0 0 1 1

1 0 1 0 1 0

1 0 0 1 0 1

CSAC

 
 
 
 
 
 

                       (10)    

Case 2:  for W = 4, N = 5 

Step1: Form the arithmetic sequence  

 )34,24,14,4(AS )1,2,3,4(
 

 , so the block of CSAC is r = 1, 2, 3, 4. 

Step 2: Calculate M1 and M2 using Eq. (4) and Eq. (5).  

For r =1,  
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hence m = 2, 3, 4,5 using (2). 

For r =2,  
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hence m =  6,7,8 using (2). 

For r =3, 
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hence m =  9,10 using (2). 

For r =4, 
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Step 3: Calculate the code length using (6). 

10
2

)54(



L

 

hence m = M1 = M2 =1 as M1 > L. 

Step4: Calculate p using (7) 

For r =1 and  m = 2, p = (1, 2) 

For r =1 and  m = 3, p = (1, 3) 

For r =1 and  m = 4, p = (1, 4)  

For r =1 and  m = 5, p = (1, 5) 

For r =2 and  m = 6, p = (2, 6) 

For r =2 and  m = 7, p = (2, 7) 

For r =2 and  m = 8, p = (2, 8) 

For r = 3 and m = 1, p = (3, 9) 

For r = 3 and m = 1, p = (3, 10) 

For r = 4 and m = 1, p = (4, 1) 

Step 5: Calculate q using (8) 

For r = 1, M1 = 2 and m = 2, 3, 4, 5. 

 2,2)2,1221( q  

 3,3)3,1231( q  

 4,4)4,1241( q  

 5,5)5,1251( q  

For r = 2, M1 = 6 and m = 6, 7, 8. 

 6,3)6,1662( q  

 7,4)7,1672( q
 

 8,5)8,1682( q
 

For r = 3, M1=9 and m = 9, 10. 

 9,4)9,1993( q
 

 10,5)10,19103( q  

For r = 4, M1 = 1 and m = 1 (as M1 > L) 

 1,5)1,1114( q  

Step6: Pad each raw with a  

2

)2( NW "0" s = 

2

)25(4 
=

2

)3(4
= 6 ―0s‖ 

Using the above steps of construction in Section 2.2, we 
have listed some code sequences in Eq. (11). In this equation, 
the coordinates of p obtained in  step 3  are (1.2), (1,3), (1, 4) 
(1, 5) (2, 6) (2, 7) (2, 8) (3, 9) (3, 10) and (4, 1) while  the 
coordinates of q obtained in  step 4  are (2,2), (3,3), (4,4), (5,5), 
(3,6), (4,7), (5,8), (4,9), (5,10),  and (5,1) . It should be pointed 
out that, all these coordinates represent the positions of ―1s‖ 
whereas the positions of ―0s‖ calculated by using step 6. 

Therefore, using step 4, step 5 and step 6, the code patterns 
can be generated as follows. 

                  

0 1 1 1 1 0 0 0 0 0

0 1 0 0 0 1 1 1 0 0

0 0 1 0 0 1 0 0 1 1

1 0 0 1 0 0 1 0 1 0

1 0 0 0 1 0 0 1 0 1

CSAC

 
 
 
 
 
 
  

        

(11) 

III. MODEL DESCRIPTION OF HSAC SYSTEM 

 
 

 

1

2

0 0 0

0 0 0

0 0

0

0 0 0
N

CSAC

CSAC

CSAC

 
 
 
 
 
 
 
 

 

Fig. 2. Matrix representation of HSAC code 

An HSAC is a system where the whole code constructed in 
SAC domain (CSAC) then repeated in a diagonal fashion in the 
wavelength domain as groups. Each group maintains the same 
cardinality of a given code’s weight of SAC code as shown in 
Fig. 2. In this HSAC system, the code words are divided in to g 
groups, where g = 1, 2, 3, …. Each user indexed as user #(z,t) 
and assigned a code sequence Cz,t , z = 1,2,3…..,g and t 
=1,2,3…..,N.  The code length L can be calculated using the 
formula (11). 

                
2

)( NW
gL


        

                                                   (12) 
In Eq. (12) and Eq. (13) p and q represent the positions of 

―1s‖ in the first row of each block and the positions of cross-
correlated ―1s‖ in each block respectively.

 
))1(,)1(( LgmNgrp      

                                     (13)
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))1(,1)1(( 1 LgmNgMmrq                                       

(14) 

To clarify HSAC system let us consider the following two 
cases.  

Case 1: for W=3, N=8 and g=2  

Using the steps 1, 2 ,5   in Section II-B and equations (13) 
and (14) in Section III to calculate the position of ―1s‖ in the 
first row of each block and the positions of cross-correlated 
―1s‖ in each block respectively (see Fig.1), where Table.I can 
be easily generated. Therefore, the points coordinates obtained  
for p are (1,2), (1,3), (1,4), (2,5), (2,6),  (3,1) using Eq. (7) and 
(5,8), (5,9), (5,10), (6,11), (6,12), (7,7) using Eq. (13). While 
for q are (2,2), (3,3), (4,4), (3,5), (4,6), (4,1) using (8) and  
(6,8), (7,9), (8,10), (7,11), (8,12), (8,7) using Eq. (14). 

TABLE I. HSAC CODE WORDS FOR G = 2 AND N = 8 

 

 

 

 

 

 

 

 

 

 

 
Case 2: for W=4, N=10 and g=2  

Using the steps 1, 3 ,6   in Section 2.1and equations (12) , 
(13) in section 3 to calculate the position of ―1s‖ in the first 
row of each block and the positions of cross-correlated ―1s‖ in 
each block respectively (see Fig.1), where Table. II can be 
easily generated. Therefore, the points coordinates obtained for 
p are (1.2), (1,3), (1, 4) (1, 5) (2, 6) (2, 7) (2, 8) (3, 9) (3, 10) 
(4, 1) using Eq. (7) and (5,8), (5,9), (5,10), (6,11), (6,12), (7,7) 
using Eq. (12). While for q are (2,2), (3,3), (4,4), (5,5), (3,6), 
(4,7), (5,8), (4,9), (5,10), (5,1) using (8) and (6,8), (7,9), (8,10), 
(7,11), (8,12), and (8,7) using Eq. (14). 

IV. CONFIGURATION OF TRANSMITTER AND RECEIVER 

SECTIONS 

Table II shows an example of the HSAC code words of two 
groups (8 users) are obtained by applying the steps of code 
construction mentioned in Section II-B. 

TABLE II. CODE WORDS FOR G = 2 AND N = 10 

z t HSAC code sequences Cz,t 

1 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

1 2 0 1 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 

1 3 0 0 1 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 

1 4 1 0 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 

1 5 1 0 0 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 

2 6 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 

2 7 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 1 0 0 

2 8 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 1 

2 9 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 1 0 

2 
1

0 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 1 0 1 

Table III represents the corresponding amplitude spectra of 
the code sequences shown in Table I, where the violet bell-
shaped curves represent ―1s‖ chips and the blank spaces 
represent ―0s‖ chips. The in phase cross correlation between 
codes words within the same group (from Table III, C(1,1), 
C(1,2), C(1,3), C(1,4)) is one (λ = 1) , while the codes from different 
groups ( from Table III, C(2,5), C(2,6), C(2,7), C(2,8))  is zero (λ = 
0). 

From Table III we can observe that the CSAC code has six 
spectral bins while HSAC code has twelve spectral bins. The 
bin bandwidth for CSAC code is set to 0.4 nm, which results in 
a 2.4 nm total bandwidth (1547.2 nm to 1549.2 nm). In the 
meantime, the bin bandwidth of HSAC codes were set to 0.4 
nm resulting in 4.8 nm total bandwidth (1549.6 nm to 1551.6 

nm). 

The transmitter/receiver structure based on the HSAC code 
sequence for W=3 is shown Fig. 3. The principle idea behind 
the HSAC detection technique is that only intended signal 
spectrum and overlapping spectrum interferences in the same 
group are detected and cancelled detected (from Table I users 
#1, #2, #3, #4). Code sequences that belong to different groups 
pass through the decoder without being detected (from Table I 
users #5, #6, #7, #8).  As listed in Table I, the information of 
user#1, which was coded as 011100, has been modulated using 
ON-OFF Keying (OOK) technique as shown in Fig. 3. The 
optical pulses are then reflected to an FBG set, where specific 
wavelengths (λ2 λ3 λ4) are assigned to the chips of specific code 
given to the desired user. In the code sequences, the positions 
of the ―1s‖ determine the center wavelengths of FBGs. The 

z t HSAC code sequences Cz,t 

1 1 0 1 1 1 0 0 0 0 0 0 0 0 

1 2 0 1 0 0 1 1 0 0 0 0 0 0 

1 3 1 0 1 0 1 0 0 0 0 0 0 0 

1 4 1 0 0 1 0 1 0 0 0 0 0 0 

2 5 0 0 0 0 0 0 0 1 1 1 0 0 

2 6 0 0 0 0 0 0 0 1 0 0 1 1 

2 7 0 0 0 0 0 0 1 0 1 0 1 0 

2 8 0 0 0 0 0 0 1 0 0 1 0 1 
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corresponding decoder decodes the received optical pulses. For 
the data to be recovered the decoder should have the same 
spectral response to the intended encoder [3]. The detected 
sequences comprise the HSAC code spectrum of the desired 
user in company with overlapping spectra from other 
interference of HSAC code sequences. The complementary 
decoder detects the complementary wavelengths, λ1 λ5 λ6 of the 

intended user where the received wavelengths are processed 
via FBG sets. Subsequently the results are circulated to 
balanced photo-detectors [3]. A subtraction process is needed 
where a subtractor is used to strike the unwanted from the 
wanted signal. Finally, the original data is recovered after 
photo detections, low pass filter (LPF) and thresholding 
processes. 

TABLE III. SPECTRAL BINS OF HSAC CODE WORDS FOR 8 USERS 

 
 

Fig. 3. Transmitter-receiver structure in LAN environment based on HSAC system  
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V. SYSTEM PERFORMANCE 

To analyze the system with transmitter and receiver as 
shown in Fig. 3 for HSAC, let Cx (i) denotes the ith element of 
the xth HSAC code sequences, the code properties based on 
XOR subtraction technique can be written as [17,18]: 


1

,

1,( ) ( )

0,

L

x y

i

W x y

x yC i C i

x y


  


 
 


                                             (15)                             

                                                                                        


1

0,

1,( ( ) ( )) ( )

0,

L

x y x

i

x y

W x yC i C i C i

x y


  


   
 


                                    (16) 

The condition of x and y in the same group (g =1) meaning 
that both code sequences are in CSAC(1) or  CSAC(2) or CSAC(m) 
as shown Fig. 2.  The condition of x and y not in the same 
group (g ≥2) meaning that one of the code sequence might be 
located in CSAC(1) and the other code sequence is located in 
CSAC(2) or CSAC(m). Therefore, the XOR operation of (Cx(i) 

 Cy (i)) Cx (i)) is valid for x  y only. However, the cross 

correlation of (Cx(i)  Cy (i)) Cx (i))  is valid for x   y only in 

Eq. (15) while from Eq. (14), the cross correlation of Cx(i) Cy(i) 
is W when x = y. 

Therefore, the MAI can be eliminated as the cross 

correlation )())()((
1

iCiCiC x

L

i

yx


  can be subtracted from 




L

i

yx iCiC
1

)()( when x   y. Therefore, the decoder that 

computes Eq. (17) rejects the MAI coming from interfering 
users and obtains the desired information bits. 

Thus 
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    (17)                       

From Eq. (17) the weight is zero when x y, means that an 
MAI impact can be completely removed by using XOR 
subtraction detection technique.  Referring to the methods 
described in [4, 17] the SNRs of CSAC and HSAC can be 
calculated as follows. 
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where   is the photodiode responsivity, Psr is the 

effective power of a broad-band source at the receiver, e is the 
electron charge, B is the electrical equivalent noise bandwidth 
of the receiver, KB is Boltzmann’s constant, Tn the absolute 
receiver noise temperature, RL is the receiver load resistor, ΔV 
is the optical source bandwidth, W, N, L are the code weight, 
the number of users and the code length respectively, as being 
the parameters of the HSAC code itself. The bit error rate 
(BER) is computed from the SNR using Gaussian 
approximation as [4-5]. 

The bit error rate (BER) can be calculated using                                                                                                             

)8/(
2

1
SNRerfc

e
P 

                                         (20) 

VI. RESULTS AND DISCUSSION FOR THEORETICAL 

PERFORMANCE ANALYSIS 

A sufficient amount of signal-to-noise ratio (SNR) is 
important because it states the quality of the signal in the 
system. BER and SNR are interconnected; a better SNR yields 
a better BER.  In this section, the numerical results analyses are 
based on the SNR, BER, received output power for different 
type of noises, and noise power. 

A. Relationship between the number of active users (N) and 

BER 

In Fig. 4, the BER is plotted against the number of active 
users when Psr = -10dBm at 622Mbit/s. From the figure, it is 
observed that the BER of HSAC code is lower compared to the 
CSAC, MQC and MFH  codes even though the weight is far 
less, which is 4 in this case. For acceptable BER of 10

−12
 was 

achieved by the HSAC code with ≈140 active users than for 
≈65 by CSAC code. This is evident from the fact that HSAC 
code has an in-phase cross correlation property that would 
eliminate the MAI effects by g value. However, MQC and 
MFH codes used with a fixed in-phase cross-correlation exactly 
equal to one since the in-phase cross-correlation of these codes 
is always one, the PIIN induced in the system utilizing these 
codes is still significant, thus limiting the system performance 
for further improvement. 

B. The Effect of    on system Performance by considering 

different Noises 

Fig. 5 shows the BER plotted against for HSAC code 
(W=4, g = 4) when the number of active users is 30 and the 
data rate is 622Mbit/s.   The red dashed line with circles 
represents the BER of HSAC code performance when intensity 
noise, shot noise and thermal noise are considered. The blue 
line with squares represents the BER of CSAC code 
performance taking into account the effects of the intensity and 
thermal noises. The green solid line with stars represents the 
BER of CSAC code performance when intensity noise and shot 
noise are considered. It is shown that, when    is large, both the 
shot and thermal noises are negligibly small compared to 
intensity noise, which becomes the main drawback factor of the 
system performance. 
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Not in the same group (g ≥ 2) 

 

Not in the same group (g ≥ 2) 

In the same group (g=1) 
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Fig. 4. BER versus number of active users when Psr = -10dBm at 622Mb/s 

Fig. 5. BER versus effective source power Psr when the number of active users is 30, taking into account the intensity noise, shot noise, and thermal noise at the 

data rate 622Mb/s 
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Fig. 6. BER versus effective source power Psr when the number of active users is 15, taking into account the intensity noise, shot noise, and thermal noise at the 

data rate 622Mb/s 

On the other hand, when    is low, the effect of intensity 
noise becomes minimal, and thus, the thermal source becomes 
the main factor that impairs the system performance. 

Fig. 6 shows the BER variations with the effective power 
Psr when the number of active users is 15 at data rate of 
622Mb/s for each user, taking into account the effects of the 
intensity noise, thermal noise and shot noise for HSAC and 
CSAC codes. 

CSAC is adopted with the parameters W=4 and g =2 (two 
groups); CSAC code is adopted with the parameter W=4. The 
figure shows that the effective power Psr of acceptable BER of 

10-10 for the CSAC code is lower (≈ Psr> -15 dBm) than that 

for the CSAC code (≈ Psr > 0 dBm) when the number of 

active users is the same. This is because the interference from 
other users is reduced by the value of g which is 2 in this case 
for HSAC while for CSAC is fixed as the number of 
simultaneous users increases. This figure reveals that HSAC 
code outperforms CSAC code by the magnitude of almost 
fifteen times. 

For comparison purpose, the properties of the HSAC and 
MQC codes are listed in Table IV. Table IV shows that HSAC 
codes exist for any number of weight W, free code size, and 
maximum in-phase cross correlation between any two code 
sequences is one. MQC code exists for prime number of users 
which limits the addressing flexibility of the system utilizing 
these codes to P2. HSAC has better performance and can 

support almost double number of users compared to MQC 
code. 

VII. CONCLUSION 

In this paper, a new code family for SAC-OCDMA systems   
is presented. The properties of this code family   have been 
proved and discussed. The results of system performance are 
compared with the reported codes. The HSAC code is a SAC 
code repeated in a diagonal fashion in wavelength domain. The 
in-phase cross correlation has maximum value of one (λ = 1) in 
the same group and zero (λ = 0) with codes in different groups.  

It has been shown that the new code family can suppress 
intensity noise effectively and improve the system performance 
considerably. It shows that when a larger number of users are 
involved, the HSAC outperforms almost fifteen times the 
conventional ones and the bit-error rate is decreased as the 
number of groups g is increased. An improvement in 
bandwidth utilization is reported where HSAC surpassed 
CSAC by double amount which promising burst environment 
like LAN to be its favorable candidate in high-speed 
applications.   In addition to its improved performance, the 
HSAC codes are requiring less complexity in the encoder and 
decoder structure design. 
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TABLE IV. COMPARISON BETWEEN HSAC AND MQC CODES 
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