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Abstract—The statistical machine translation approach is
highly popular in automatic translation research area and
promising approach to yield good accuracy. Efforts have been
made to develop Urdu to Punjabi statistical machine translation
system. The system is based on an incremental training approach
to train the statistical model. In place of the parallel sentences
corpus has manually mapped phrases which were used to train
the model. In preprocessing phase, various rules were used for
tokenization and segmentation processes. Along with these rules,
text classification system was implemented to classify input text
to predefined classes and decoder translates given text according
to selected domain by the text classifier. The system used Hidden
Markov Model(HMM) for the learning process and Viterbi
algorithm has been used for decoding. Experiment and
evaluation have shown that simple statistical model like HMM
yields good accuracy for a closely related language pair like
Urdu-Punjabi. The system has achieved 0.86 BLEU score and in
manual testing and got more than 85% accuracy.

Keywords—Machine Translation; Urdu to Punjabi Machine
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. INTRODUCTION

The machine translation is a burning topic in the area of
artificial intelligence. In this digital era where across the world
different communities are connected to each other and sharing
a vast amount of resources. In this kind of digital environment,
different natural languages are the main obstacle to
communicate. To remove this barrier researcher from different
countries and big companies are putting efforts to develop
machine transition system to resolve this barrier. Various
kinds of approaches have been developed to decode natural
languages like Rule based, Example-based, Statistical and
various hybrid approaches. Among all these approaches,
statistical based approach is a quite dominant and popular in
the machine translation research community. The statistical
systems yield good accuracy as compared to other approaches
but statistical models need a huge amount of training data. In
comparison to European languages Asian languages are
resources poor languages therefore it is challenging task to
collect parallel corpus for training these statistical model.
There are many machine translation systems which have been
developed for Indo-Aryan languages [Garje G V, 2013]. Most
of the work have been done using rule-based or hybrid
approaches because the non-availability of resources. The
proposed system based on an incremental training process for
training the machine learning algorithm. Efforts have been
made to develop parallel phrase corpus in place of parallel
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sentence corpus. Collecting parallel phrases were more
convenient as compared to the parallel sentences.

1. URDU AND PUNJABI: A CLOSELY RELATED LANGUAGE
PAIR

Urdu? is the national language of Pakistan and has official
language status in few states of India like New Delhi, Uttar
Pradesh, Bihar, Telangana, Jammu and Kashmir where it is
widely spoken and well understood throughout in the other
states of India like Punjab, Rajasthan, Maharashtra,
Jharkhand, Madhya Pradesh and many other' . The majority
of Urdu speakers belong to India and Pakistan, 70 million
native Urdu speakers are in India and around 10 million
speakers in Pakistan? and thousands of Urdu speakers living in
US, UK, Canada, Saudi Arabia and Bangladesh. The word
Urdu is derived from Turkic word ordu which means army
camp®. The Urdu language was developed in 6th to 13th
century. Urdu vocabulary mainly derived from Arabic,
Persian, and Sanskrit and it is very closely related to modern
Hindi language. Urdu is written in Nastaliq style and script is
written from right to left using heavily derided alphabets from
Persian which is an extension of Arabic alphabets. *Punjabi is
an Indo-Aryan language and 10th most widely spoken
language in the world there are around 102 million native
speakers of Punjabi language across worldwide®. Punjabi
speaking people mainly lived in India’s Punjab state and in
Pakistan’s Punjab. Punjabi is the official language of Indian
states like Punjab, Haryana, and Delhi and well understood by
many other northern Indian regions. Punjabi is also a popular
language in Pakistani Punjab region but still did not get
official language status. In India, Punjabi is written in
Gurmukhi script means from Guru’s mouth and in Pakistan
Shahmukhi is used means from the king’s mouth. Despite
from the different scripts use to write Punjabi, both languages
share all other linguistics features from grammar to
vocabulary in common.

Urdu and Punjabi are closely related languages and both
belong to same family tree and share many linguistic features
like grammatical structure and vast amount of vocabulary etc.
for example:

Urdu: - = ple lla 1S s jsiig alaiyog
Punjabi: 89 Urret galeafidt T fefewraet J |

English: He is a student of Punjabi University.
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Despite from script and writing order where Urdu is
written in right to left using Arabic script and Punjabi from
left to right using Gurumukhi script, every other linguistic
feature is the same in both sentences. Both sentences shares
same grammatical order and most of the vocabulary, this is
also true in care of more complex sentences. By analysis of
both languages, we found that both languages share many
similarities and are used by a vast community of India and
Pakistan. Therefore, we need a natural language processing
system which can help these people to share and understand
text and knowledge. The efforts have been made to develop a
machine translation system for Urdu to Punjabi text to
overcome this language barrier between both the communities.
With the help of this machine translation system, native
Punjabi reader can understand Urdu text by translating into
Punjabi text.

1l. CHALLENGES TO DEVELOP URDU TO PUNJABI MT
SYSTEM

A. Resource poor languages: Urdu and Punjabi languages
are new in natural language processing area like any other
Indo-Aryan language. Both languages are resource-poor
language, very small or no annotated corpus is available
for development of a full-fledged system.

To develop a machine translation system based on the
statistical model, one should need a huge parallel corpus to
training the model. For rule-based approach or hybrid machine
translation system, one should need a good part of speech
tagger or stemmer and large parallel dictionaries. To best of
our knowledge, Urdu-Punjabi language pair does not have
these resources in a vast amount to train or develop the
system. Therefore, development of resources is one of the key
challenges to work on this language pair.

B. Spelling variation: Due to lack of spelling standardization
rules, there are many spelling variation for the same word.
[Singh, UmrinderPal et.al 2012] Both languages use tons
of loan words from English. Therefore, many variations
come in existence, for example, word ‘Hospital’ can be
written in two ways in Urdu Jiss /Jiss  hasptaal/asptaal.
It is always a challenging task to cover all variation of a
word. There is no standardization in spelling. Therefore, it
all depends on a writer which spelling he/she choose to
write foreign language words.

C. Free word order: Urdu and Punjabi are free word order
languages. Both languages have unrestricted word order or
phrase structures to form the sentences that make the
machine translation task more challenging. For example,

Urdu: 2 <US ) St Sal,

Transliteration: raam ne satta ko apanee kitaab dee.
English: Ram gave his book to Sita.

This can be rewritten as following:

Urdu: GUS ) oS G g 28 S gl

=

https://en.wikipedia.org/wiki/States_of India_by Urdu_speakers

https://en.wikipedia.org/wiki/Urdu

3. https:/fen.wikipedia.org/wiki/List_of_languages_by number_of n
ative_speakers

4.  https://en.wikipedia.org/wiki/Punjabi_language

N
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Transliteration: raam ne dee sata ko apanee kitaab.
Urdu: 5S Gu QS Jul 2320 Sl

Transliteration: raam ne de apanee kitaab sata ko.
Urdu: 2 22 S B QS A Sl

Transliteration: raam ne apanee kitaab sata de dee.

Above example shows that same sentence can be written
in various ways due to free word order and all sentences give
exactly the same meaning. Therefore, it is always difficult to
form every possible rule to interpreter’s source language text
to do machine translation.

D. Segmentation issues in Urdu: Urdu word segmentation
issue is a primary and most significant task [Lehal, G.
2009]. Urdu is effected with two Kinds of segmentation
issues, space insertion and space omission [Durrani, Nadir
et.al. 2010]. Urdu is written in Nastaliq style which makes
the white space completely an optional concept. For
example,

Non-Segmented: S, < 53 yaiaes) joa S 15|
Segmented Text: ~S =1 853 jud deal joa S Ll

Urdu reader can read this non-segmented text easily but
this is still difficult for computer algorithms to understand. In
preprocessing phase, modules like tokenization need to
identify individual words for further processing, without
resolving the segmentation issue, no NLP system can process
Urdu text efficiently and yield less accuracy.

E. Morphological rich languages: Urdu and Punjabi are
morphological rich languages, where one word can be
inflected in many ways. For example, word ‘chair’
s Skursi can take any form like e S/kursiya,
s S/kurseo, = S/kurseye etc. One should need to
incorporate all the inflation in our knowledge base to
translate them into the target language. Adding all the
inflation forms of all words in training data is a big
challenge otherwise, it will effect on the accuracy of the
system.

F. Word without diacritical marks: Urdu has derived
various diacritical marks from Arabic to produce vowel
sounds, like Zabar, Zer, Pesh , Shad , hamza , Khari-
Zabar, do-Zabar and do-Zer [Sani, Tajinder Singh 2011].
In naturally written text diacritical marks are used very
rarely. Due to missing of diacritical marks, an Urdu word
can be mapped to many different target language
translations, for example, word dil/J> often used without
diacritical marks and can be interpreted as ‘Heart’ and
‘DELL’ without knowing the context of this word.
Missing of diacritical marks is a key challenge to choose a
proper translation in the target language and the system
always needs to disambiguate these words. Along with
this, the missing diacritical marks create various variations
of the same word, for example, word ‘Urdu’ can be written
in three ways(s3,) )(520 )(s20'). Therefore, one should need
to include all of these variations in the training examples.
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V. METHODOLOGY

An Incremental machine learning process has been used,
in place of manually developed parallel sentences corpus of
source and target languages. Urdu and Punjabi languages are
resource-poor language; the non-availability of the parallel
corpus is a primary challenge to develop a statistical machine
translation system. Efforts have been made to develop a
corpus of manually mapped parallel phrases. Figure 1 shows
the overall learning process of machine translation systems.
The system takes Urdu text document as input and translates
using initial uniformed distributed data. Initially, the system
has phrase tables for most frequent 5000 Urdu words mapped
with Punjabi translations. Due to insufficient data in phrase
tables, many Urdu words returned without translation in
parallel phrase file generated by decoding module shown in
Appendix 1.

Urdu Documents

Vol. 7, No. 4, 2016

Then generated file manually corrected and updated with
new translations by linguists. This updated file again
submitted to the system to generate language model and
translation model. The system learns new parameters from all
the updated all files present in the repository of generated
training files. Then system updates language model and phrase
tables with a new vocabulary and update probabilities. With
this incremental learning process, the system gets trained by
each document it processes, learn and update language and
translation model. The complete system is divided into five
different processes or modules, Tokenization and
segmentation, Text classification, Translation model learning,
language model learning and decoding process.

Trained Model

Translation Process

v |

Output Parallel Phrases Training File

%

Manually checking the generated file

—

Fig. 1. Incremental MT training and decoding system

A. Tokenization and segmentation process: Tokenization
process is the primary and most significant task of any
machine translation system. In preprocessing phase, the
input text is divided into isolated tokens or words by
tokenization process based on whitespace. Tokenization
process is also a challenging task to identify valid tokens,
when the system has noisy input data. Where tokens are
often attached to neighboring tokens without any
whitespace in-between them. This kind of writing trend is
quite common in Urdu, where whitespace is an optional
thing. The proposed tokenization process works on two
levels, (1) isolates sentence boundary identification and (2)
isolate word boundary identification.

1) Tokenization into Sentences: In sentence tokenization
process, the system identifies sentence boundary based on few
symbols used in Urdu to complete the sentence. For example,

Training Process

Generated LM and Translation model file

Repository
LM File
—
Translation File
—>

Training Data Repository

Urdu sentences often end with,{ ¢ ,- }, but symbol { - } is an
ambiguous one and not always used to identify the sentence
boundary. This symbol { - } also used as a separator in
abbreviations. For example, -« -« - , therefore, to
tokenize text into sentences few rules were formed to check
boundary conditions based on abbreviation. For example, the
system always checks surrounding words of sentence
termination symbols in abbreviation list.

2) Tokenization into words: The word tokenization
process identifies individual tokens or words in the input text.
To identify all the individual tokens first, one should need to
separate all the words from symbols which are attached to
words. For example, the system inserts whitespace in-between
symbols and words and change them from -ux = to - o2 <.
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ALGORITHM 1. Tokenization and Segmentation Process

Read Input Text in InputText
FinalList[]
Sentences[][]

Insert space between word and symbols

Tokenization InputText into Partial_Token_list[] form whitespace

LOOP: Partial_Token_list[]
IF: Current word is alphanumeric

Apply rules to word into split numeric and suffix part.

Add word in FinalList[]

ELSE IF: Current word length > 3 and start with { = , _s', =} and word not present in DB

Apply rules to split prefix and suffix parts
IF: suffix part is present in Phrase Table

Add prefix and suffix words in FinalList[].

END IF
ELSE
Add word in FinalList[]
END LOOP

LOOP: FinalList[]
IF: Current token is not a sentence separator
Sentence += token+”

ELSE IF: Current token is a sentence separator AND previous and next are not abbreviation tokens

Add Sentence in Sentences[][]
END LOOP

3) Segmentation process: The segmentation issue is a
key challenge in Urdu text processing NLP applications.
Segmentation issue can be handled on two levels, space
insertion and space omission as discussed in MT challenges.
In tokenization process, the system has handled only space
insertion issue. Space omission problem is negligible in
Unicode Urdu text but space insertion is quite frequent. To
resolving the word segmentation problem in Urdu is quite a
challenging task and need a full-fledged algorithm for this.
Rather than handling all segmentation issues, the system has
handled most frequent cases of segmentation. For example, in
Urdu text, most of the time word attached with these prefixes
{=~ ,u8 ,=} which are ends with non-connecters and easily
understood by Urdu reader but difficult for a computer
algorithm to process. Few examples of segmentation words
start with these prefixes are { , aliug) , Ssogl S ol <
US4 , s~ }. The analysis shows that these three words
were 65% of all segmentation cases found in Urdu text and
5% cases of segmentation were related to alphanumeric
words. Alphanumeric segmentation issue is also quite
common in Urdu text, for example,{ 2621 awd},
Various rules have been developed to handle these types of
tokens.

B. Text Classification: Most of the statistical machine
translation system use single phrase table for translation.
Instead of single phrase table for translation, the proposed
system has used five different phrase tables for each
domain. The system has trained on political, health,
entertainment, tourism and sports domains. After

tokenization process, text classifier needs to classify input
text into most probable class, then translation module uses
specific domain phrase table to translate input text. The
text classifier returns a list of all domains with the higher
probable domain on top followed by less probable
domains. Other domains are used as a backoff model when
the system did not find an Urdu phrase in the top domain
then it searches in next less probable domain and so on.

C (punjabi phrases)
phrase translation if domain = x1
phrase translation if domain = x2
phrase translation if domain = x3

phrase translation if domain = x4
phrase translation if domain = x5
else return original phrase

Input Text
Urdu  —> . —>
Doc Classifier
Training
Data

Fig. 2. Text classification system

230|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Naive Bayes model has been used to classify the input
text, Naive Bayes model considers document as bag of word
where word positions are not important for classification, The
Naive Bayes approach based on Bayes rule defined as:

P(d|c)P
(d|c)P(c) o)
P(d)
Rewriting by dropping the denominator because of
constant factor:

= argmax.ecP(d|c)P(c) @)

C = argmax e

To representing features of the documents for a class,
equation can be written as:

= qrgmaxcec_lf(xl,xz, we, Xp|€)P(C) ' 3)
Joint probability of whole set of independent features
defined as:

P(x1, %, .., Xp|C)
= P(x1]c) * P(xz]c) * P(x3]c) *...

« P(xal0) “)

Simplified as:

Cus = argmax.ecP() | | PGxl) ©
X€EX

To calculate maximum likelihood estimate and prior
defined as:

count(wj, cj)

P(wi|cj) = 6
Wwile) Zwevcount(w,cj) ©
Doceoynt (C = Cj)

P(Cj) B Ndoc

To handle the unknown words, classifier has used Laplace
smoothing defined as:

Count(w;,c) + 1

P(w;lc) =
wjle) Y wev count(w,c) + A ®
Rewritten as:
Count(w;,c) + 1
P(wjlc) = €))

Ywey count(w,c) + |V|
Where |V| is size of vocabulary and A is constant value to
add in frequency count of word in a document.

The system has used a list of 100 stop words to remove
uninformative words which are common in training examples.
Urdu is a morphologically rich language and one word can
appear in the corpus with different suffixes, therefore, to
transform all inflected words to root form in the training
examples Urdu stemming rules has been used [Rohit Kansal
et.al 2012].

C. Translation and Language model Training: The
machine translation system’s training process is divided
into two main parts, Translation model, and Language
model learning. The system used Hidden Markov Model
(HMM) as learning process and Viterbi algorithm as a
decoder.

Vol. 7, No. 4, 2016

Urdu-Punjabi Parallel
phrase table

l l

Learn Translation Learn Language
Probabilities Model

\/

Decoding Process

Punjabi Text

Fig. 3. Statistical machine translation model

HMM is a generative model defined as:

f(sq ...sp) = argmax P(s; ... Sp, t ... tp) (10)

t.tn

Where s, ...s, are source language phrases and t; ...t,
target language phrases. By inputting the s; ... s, , we take the
highest probability phrase sequence as output of target
language. One should define bigram HMM model as below:

p(sisntrt) = | [attltan | Jeiled  an

Freq(tn-itn)

q(tnltn—l) = Freq(tn_l) (12)
_Freq(t; - s;)
e(s;|t) = “Freq(t) (13)

1) Translation model: Urdu and Punjabi languages are
closely related languages. Both languages share identical
grammatical structure as well as same word order [Durrani,
Nadir et.al 2010]. To learn the translation model we have
manually mapped the phrases of source and target languages.
Where IBM models provide an elegant solution to
automatically mapped source and target language phrases, but
for that, one should really need a large parallel corpus to train
the model. Urdu and Punjabi are resource poor languages as
we discussed in challenges. Therefore, the efforts have been
made to find out a simple and effective solution for the
training process.

The system takes manually mapped phrases as a training
file and calculates translation probabilities. Sample of a
training file is shown in appendix 1.

For example: word @\l can translate into four different
ways.

TABLE 1. POSSIBLE TRANSLATIONS
Urdu Word | Punjabi Word
AfgH3
AfgH3t
el
AfTwar
IH s
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Maximum likelihood estimation of word &l

I(0.19047619048 if punj = AfIH3
0.17460317460 if punj = ARTHIT
0.49206349206 if punj = AU
10.14285714286 if punj = IS

PU‘rdu (punj) {

P(phrase) = ) Poau(pun =1 (14)
i

TABLE II. POSSIBLE TRANSLATION WITH PROBABILITY VALUES
Urdu Words | P(punjlurdu)
&7 (0.53138492195)
o &g (0.4251 793756)
©H (0.04350714049)
s ASI(1.0)
7 (0.0193076817)
e <9 (0.0013791201)
ST (0.98055440629)
o5 €9 (1.0)
Sy YyfgsT (1.0)
& "9 (1.0)
p(plw) = q(EA|) * (AT ) * q([R8]0)
* q(QT1o5) * q(UITBT ) * g (AT e)

= 0.53138492195*1.0*0.98055440629*1.0*1.0*1.0
=0.521051826

If training algorithm knows mapping in advance then it is
quite straightforward to calculate translation probabilities from
their occurrence in training data. In proposed method, the
training algorithm already has alignments of all phrases,
therefore; it can calculate parameters for the generative model.

Count(phrase;)

> Count(*) (15

P(phrase;) =

Appendix 1 shows one-to-one, one-to-many, many-to-one,
many-to-many word mapped phrases. In training data, we try
to combine multiple words into a phrase which are frequent or
combined words yield valid translation in target language. To
compare with IBM models, we have used 50000 thousand
parallel Urdu-Punjabi sentences to train the model using
Moses toolkit which used Giza++ for phrase alignment. For
50000 sentences Moses generated over 3168873 phrases of
size 503 MB. By examined generated phrase table manually
and found many miss alignments and unnecessary long
phrases those were increasing the size of phrase table and
adding complexity to search space for decoding algorithm. As
compared to an automatically generated phrase table, our
manually mapped phrase table for the same set of sentences
contains 56023 thousand phrases which are sufficient to
translate given sentences accurately of that domain as shown
in experiment section. In our phrase table, a maximum length
of any phrase was four-gram and total four-gram phrases was

Vol. 7, No. 4, 2016

1093 compared to automatically generated phrase table
contain several thousands of four-gram phrases.

Automatically find the alignment of words and phrases
using parallel corpus is a graceful solution but when we deal
with resource-poor languages we need to find out alternative
ways. Development of machine learning resources like
sentence-aligned parallel corpus is a time-consuming job. To
train any machine translation model; one should require
millions of parallel sentences. Therefore, if one do not have
parallel corpus it is better idea to map phrases rather than
writing parallel sentences. Mapping and checking phrases
incrementally makes the job easier. Mapping the phrases gave
you three advantages first you just need to write a short phrase
in place of the whole sentence in the target language. During
training processes system generate partial translation or nearly
complete translation of an input document. We just need to
check or mapping new words in generated files. Second is
your phrase table size will be very small compared to
automatically generated phrase table it will make a decoding
process more efficient. Third, a linguistic person needs less
time to generate parallel phrases then parallel sentences.

2) Language model: The language model is responsible
for generating natural language. The system has been used
Kneser-Ney smoothing algorithm to generate language model
(Chen and Goodman 1998). Kneser-Ney is an extension of
Absolute Discounting and provides state of the art solution for
predicting next word. Absolute Discounting method is defined
as:
cwi_y,wy) —d
PAbSDLS(Wllwl—l) C(Wi—l)

+A(wi-)P(w) (16)

Kneser-Ney is a refined version of Absolute Discounting
and gave a better prediction on lower order models when
higher order modes have no count present. Following equation
shows the second order Kneser-Ney model.

PKneserNey(Wilwi—l)
_ max(c(w;_,w;) — d,0)
c(wi—1)
+ AWi—1)Peonti(Wy) (17)

Where A is normalized constant, defined as:

AWy = [{w: c(w;_y, w) > 0} (18)

c(wi_y)

Where {w:c(w;_,,w) > 0} is number of word types that
can fallow, w;_;.

Peonti(w;) used as a replacement of maximum likelihood
of unigram probabilities with continuation probability that
estimate how likely the unigram is to continue in a new
context. Continuation probability distribution defined as:

[{w: c(wi—y,w) > 0}
Zwltw:cw'i_y,w') > 0}

Peonti(W) = (19)
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[{fw: c(w;_1,w) > 0} : Where numerator equation is a
count of different word types before the word w.

Ywl{w':c(w';_;,w") > 0}| : Denominator equation is a
normalized factor, total count of different words preceding the
all words. Recursive formation of kneser-Ney for higher order
model defined as:

PKneserNey (WL' |Wii—_r{+1 )
_ max(C(wiTh,) — d,0)
‘ C(Wil—_ﬁﬂ ‘
+ AW Z41) Peonei Wil Wi i1 (20)

To form the language model we have used a mixture of
phrase and word-based language model. Generally, machine
translation systems and other NLP applications used word-
based language model. We have tried to develop phrase-based
model along with word-based model which gives accurate
predictions to choose correct phrases or word to generate
target language. The system generates phrase separator
training data files to generate phrase and word-based language
model file shown in Appendix 2. Changes have been made in
language model training data to reduce vocabulary size. For
example, we have changed all numeric tokens with a unique
token like 22.201 and 545.1 numeric values with 11.111 and
111.1 respectively. Changing the numeric token with unique
tokens helped smoothing algorithm to efficiently predict
phrase sequence with the same pattern with different numeric
tokens for example.

He paid $50 to shopkeeper.
He paid $30 to shopkeeper.
Both these sentences changed to:
He paid $11 to shopkeeper.

Along with numeric patterns, we changed patterns like an
email address to unique token [e@e] which helped us to
decrease the size of a language model.

D. Decoding: Decoding problem find the most likely state
sequence from given observation O = 04, 05,05 .... 0y, t0
decoding the Hidden Markov Model and find the state
sequence with the maximum likelihood the system had
used Viterbi algorithm. The sequence of states is
backtracked after decoding the whole sequences.

Vol. 7, No. 4, 2016

ALGORITHM 3. Complete Translation Process

ALGORITHM 2. Viterbi

Input: a Sentence
Xq ... X and Parameters q(t,|t,—1),e(s;|t;)
Define K to set of all tags. K_;_K, = (start)
(0, start, start)=1

Fork=1 ...n

Fora €K,_,,b €K,
n(k,a,b) = argmax(n(k —
1,a,b) * q(bla) * e(x,|b))
Return argmax(m(n, b) * q(stop|b))

Read input in UrdulnputText

Tokenization and Segmentation UrdulnputText in
TokensList[]

Classify TokensList[] Text in Classes[]

Load DomainPhraseTables[] according to Classes|[]
Load LanguageModell[]

For each Token in Tokens[]
Decode TranslationModel[] and LanguageModel[]
using Veterbi

End For
Return Translation

V. EXPERIMENT AND EVALUATION

The system has been evaluated using BLEU score which is
automatic evaluation metric (Papineni et. Al 2002) and
evaluated by human evaluators which were a monolingual
non-expert translators have knowledge of only target
language. Where BLEU score range between 0 > 1 and for
manually checking we have set four parameters as shown
below.

TABLE Ill.  MANUALLY EVALUATION SCORES
Score Cause
0 Very Poor
1 Partially Okay
2 Good with few errors
3 Excellent

For BLEU score based evaluation, one target translation
reference has been used to calculate a score which was
prepared by same linguistic experts those who prepared
training data. For incremental training, all training data was
collected from BBC Urdu website. The system has been
evaluated after every 100 training documents. BLEU scores
for per domain shown in chart 1 to chart 5.

1

0.8 - 2
0.6

0.4
028

0.2

0 T T T T 1
100 200 300 400 500

Chart 1: Political News Accuracy
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Chart 2: Tourism News Accuracy

0.82 0:81 0:81
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Chart 6: Overall Accuracy without Text Classifier
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Chart 3: Entertainment News Accuracy
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Chart 4: Sports News Accuracy
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Chart 5: Health News Accuracy

Chart 7: Overall Accuracy with Text Classifier

Manual testing was performed at the end of the training
section. Test set contained 10 documents from each domain
combined 1123 sentences. In manual testing 85% sentences
got score 3 and 2 and 10% sentences got score 1 and
remaining got score 0 which are new to the system and overall
BLEU score was 0.86 for the same set of sentences. The text
classifier before translation showed an increase in overall
accuracy. The text classifier helped translation algorithm to
pick correct translations phrases according to the domain of
input text. The text classifier was evaluated using standard
metrics as shown below.

Manual testing was performed at the end of the training
section. Test set contained 10 documents from each domain
combined 1123 sentences. In manual testing 85% sentences
got score 3 and 2 and 10% sentences got score 1 and
remaining got score 0 which are new to the system and overall
BLEU score was 0.86 for the same set of sentences. The text
classifier before translation showed an increase in overall
accuracy. The text classifier helped translation algorithm to
pick correct translations phrases according to the domain of
input text. The text classifier was evaluated using standard
metrics as shown below.

Cii
Recall = (21)
2 Cij
.. Cii
Precision = (22)
Zj Cji
i Cig
Accuracy = o——=— (23)
Z,’ Zicij
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TABLE IV. CONFUSION MATRIX OF TEXT CLASSIFIER
Assigned Assigned to | Assign ,:‘dsi:)gn Assign
Documents | to Entertainm ed to Touris ed to
Political ent Sports m Health
Political 471 8 3 0 0
Etntertamme 13 482 7 0 0
Sports 14 6 487 0 0
Tourism 2 4 3 25 0
Health 0 0 0 0 25
TABLE V. PER CLASS RECALL AND PRECISION
Recall Precision
Political 0.977 0.942
Entertainment 0.960 0.964
Sports 0.960 0.974
Tourism 0.735 1
Health 1 1

The text classifier able to classify any given text document
with overall accuracy 0.961. The text classifier was failed
when document did not contain sufficient text to classify or
text was very ambiguous for classifier like a political
document which contains more sports related text than
politics.

Our experiment shows that simple statistical model like
HMM also yields good results for the closely related language
pair. HMM based model quite popular in the field of part of
speech (POS) tagging and Named Entity (NE) tagging and
researcher showed really good results for sequence tagging
NLP applications. Various researchers [Thorsten Brants, 200]
had been shown that with a good amount of training tokens
even simple statistical model also perform well compared to
MaxEnt etc.

Appendix 3 shows that sample output and comparison of
Google translator and our machine translation system. The
proposed system generates nearly perfect or perfect translation
of given text compared to Google translator which generates
grammatical incorrect, meaningless and partial output in all
cases. The system’s output was compared with all five
domains. Urdu inputs examples were quite simple without any
ambiguous words.

The comparison is difficult between both systems because
both systems used different training data sets, but we had
checked the entire words list manually on Google translator
and nearly all words were in its translation database, but
decoder was not able to translate the input text by using its
knowledge base. Google translator has very rich phrase
translation database but the translation is still quite poor for
Urdu-Punjabi language pair.

VI. CONCLUSION

The Paper has presented incremental learning based Urdu
to Punjabi machine translation system. In place of parallel
corpus, where system learns parameters from parallel
sentences of source and target language. The proposed system
used manually mapped parallel phrases training data and
learned the parameters for translation model and language
model rather than using parallel sentences corpus. In

Vol. 7, No. 4, 2016

preprocessing phase, the system has used rules for
segmentation, tokenization and text classification system to
translate given text according to a preferred domain which
also helped translation system to improve overall accuracy.
The system has been trained and tested for Urdu Punjabi
language pair which is closely related languages and share
grammatical structure and vocabulary. Urdu and Punjabi
languages are resources-poor languages and one should need a
huge amount of parallel corpus to train statistical machine
translation model to get decent accuracy. In our learning
method, the system has able to achieve 0.86 BLEU score
which is relatively good compared to other statistical
translation systems. Like Urdu and Punjabi, many other Asian
languages are resource poor languages and this approach can
be applied straight away for other closely related language
pairs.
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APPENDIX 1 (TRANSLATION MODEL TRAINING FILE)
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Training File 20 | Soos @SSt E]

1| afes S sy [urfamsst e d] 21 | S i S| [FrersRmE

2 q;\sé‘:u;lwﬂ”[ﬁsgﬁ\@?ém 22 | e

3| lufasT] 23 | 15 L[ T

;1 Z“E? 24 | A=)

. _ 25 | 11|11]

6 )sw,a_;|||[r:|mé’r§] 26 | Seosd[@I=IE]

7 | oS [2Eees) 2 | s ReE3)

8 u+«|||[f¢€1. 28 | Ok SR s

9 | SaFEfE] 29 | eS|

10 | 'slI[H 30 | & Z|[F=dm]

11 | odfFs) 31| I

12 | SsosslEeedt ) 32 | ol sl [[fesTRY 9 fo]

13 | [[FmiE] 33 | s S HI[3 & T3S

14 | LS oul|[RE 93] 34 | kil Ba)) cluad [ AT 88 J& mrHEI BN

15 | S[ErEn 35 | Gt s ou|[fET = EFE]

16 | I01] 36 | allPe]

17 | Sl[ufasT] 37 | SeSI[832]

18 mn;ﬂm 38 | cHl[Ts]

19 | SlIIE]

Training file with probability distribution 19 | s 0.98
1 o &S S Sl [uIAETST fgae €] 1.0 20 | Suusi[EIst &) 1.0
2 | s <[RS 2 R 089 P R ——— 0.89
3| Mufas 0.90 22 | Wu|fase)] 0.76
4 | eliie) 10 23 | Lms sl T 0.89
5 | 3131 10 9]

6 JS GJP“l[m@] 10 ;: i}::ll:[ll] 18
7 u:su'swul[%ﬁmm] 1.0 26 | Scusd[eIdd) 1.0
8 | wullfs] 076 27 | Wl fE3)] 10
9 | Saf[FEfR] 0.98 28 | Ok SR fame) 0.68
10 | 1wsl[[SF 0.64 9 | SueS|I[AEM 0.87
11 | oslifSs) 0.90 30 | & Ss||[Aar] 0.89
12 | Scosi|[EIetd] 10 3t | 10
13 | sud|[Sera] 10 32 | ~obqusl|fesTmy 3 fog) 078
14 | SeS od[ffT 93] 10 33 | oSS [P T IS 10
15 | SIETE 0.34 34 | WA el clad||[fiHAErT €5 I wrAEIfENT | 1.0
16 | 4N 1.0 35 | fwd 2 [T 2 2R 0.98
17 | Suliiufas) 0.90 36 | elAe] 1.0
18 | ellD¥E] 10 37 | SeS(IEse] 0.97

APPENDIX 2 (PHRASE SEPARATED FILE TO GENERATE LANGUAGE MODEL)
[UrfSH3TE fepae ) [wriE) (78 3 23] [fanf3ars) (B &) [Hasea] (€1 373 [foee © fene &) [€ w39 3] (97 J] (997 3] [1]
[fer) [FeS] [T §9) [ufae] [y=re] [fs8rids T [ure)] (a1l (e [E7g) [fogFids © fusre] 2] [fid I [WE3samedt [A9] [332]
[95 fAAR] [Emre 8] [WHSSfEw [ude] [Areel] [1]
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[Ufar3TE foae S [f68E3 © fumra] [ufasT [A9] [11] [Fa=dt &) [=f¥ures] (€8] (A< ] (277 [3&] [e9=dt &) [SUa] [Ro 83)
(@& 1]
[urfaAsTat S [fere sy 3] [ufas’] [fAzal] (€8 2] [=ram i) [Ag] (2] (93] [ [1]

Bigram Phrase based Language Model

Bigram Phrases: count(phrase;_,, phrase;) Count
UfIA3S! fae S, wue 10
g Ag 3T 8
73 3 23, forfsos 1
forfsas, © =&t 1
< 3, Hageg 2
Hoseg, €@ 93 2
S 93, f@e @ fere Sy 3
Bigram Word based Language Model
Bigram Words: count(w;_;, w;) Count
ufaAIT, e 123
fodte & 421
S, g 321
wUE 7S 131
3 634
323 102
23, forf3as 1
APPENDIX 3
Output comparison of all domain. Mistakes are underlined.
Political Input | csaba®l (liuSly G Sy b s S 2 LS 5 hod Al doim ol om S s 5 S sy
Text S il & seaia plald el sl G o8 ilege ol Ny Sl (s QA S seaie sl

S S O B o e SR oS S K

Our Translator

YAz & 3F © Y 7638 IS e & faor I fa gafemi 58 Sie urfarss

output WIE IITt Ure' € fuee g Are T8t °3 YidHT < 7 9 w3 for mreeg
U § HOTE T 941 T B¢ faA Jaual 3 & IS &t I96 IR |

Google 2 ACS A6I8 I8 Aol © UfaAs™s © Yyors & fagr I & ufams s © Adfimr 3,

IL?SSltator I B A HITH widfaag I3 Yrac s e g At I3 kA FECT g I%
g5 & F99r, 7 {3 oA Areeg yrde € dard.

Health Input | s Uls 3818 (st WSS lla 0 555 oS 1S (il (e s lapy Alide (S s (50 S nke

Text o) Ot o i 18 ldle (S sben el (S st Sma sl Usila - ple (ISR 1S 58 5 g

o s el 1S Gl aad

Our Translator

Ha = niegdl fIA & fefds fnrdnf R Sef T g I Aer, e Sarer, Sef e e I A i3

output HEfeni € e W 3 | St w3 HEf Enit femrers g i @ sars 93 e s e
W3 I ITTIE T IS Hee IS |

Google Ha 3em § ue 39% B8, g BaeT J, 28 T W3 IH B9 O'E © Wied T © 24-3Y J91 g e

I&igjltator I5. fmrer3g S w3 3 S faHdl @ S8t 393 foud & 59, W3 Jisid ©9€ © I'J6 SE.

Entertainment | < Sl )l Gl Saa My HeSa (358 JiLignisn SO ) S 58 5l 58 (s silesr U5 (oeS

Input Text o S 8 e AR B o ) Sae S a s

www.ijacsa.thesai.org

237|Page



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 7, No. 4, 2016

Our Translator
output

ge gIe gI g e9d feuGe o6 fBd He o 38 &% a9a fedGe o8 Aamiy widfere g=
Y fggd T Aol Jt widar 39t &3 Fiadias sae I |

Google Twin H£39 3899, A & g I3 A 38 & feur@e sdt 397 At fogd & 2u S S91 & famrg 59
Translator S ——
output

Tourism Input
Text

2 I S i A ki 31 o s Sl e Jabu (e L)) Sda S Sl Y
A IS il e s ol o S i il gl S GRS (S dut My i 2l o

Our Translator
output

Bs wiHdlar @ TR wiaradler fig ied! 3¢ €3 A o8 O 3 T dod fedu At I it &
BU3 It T 5AS O R 37651es T &5 Asd B B¢ GRS mied 3 Tad de fonr |

Google A8, 7 {192 g '3 A & Wi3ge A3l J © A=-399 & 38 g 378fds &8 T3 wiHdiet 21
I&atlgjltator feg neaadles mied $ 8RS S99 & famr.

Sports Input
Text

Ot S (S pane S o (a Hdie S S S K (a8 LS 3,5 S8 S e
R U ot s S Al (e 0 Ld) any S50 Dl (e 3 )3 S S

Our Translator
output

I3 fqaie 993 & a9 I i e foqaie 2 @ auzs Hided Ut ived § gdts fasdr 2
TI® IHT B TIT 3 33 I= 2 gmie i y &9 S e (A &t I=at |

Google
Translator
output

FI3! fFae S © 36 Hided ity 0t & 997 I fa iveg § Idts < fiugel Sas s @
TIE '8 UF3 T gmie, SEel Sy g S T [9H & I
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