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Abstract—Question Answering (QA) task is still an active area
of research in information retrieval. A variety of methods which
have been proposed in the literature during the last few decades
to solve this task have achieved mixed success. However, such
methods developed in the Arabic language are scarce and do not
have a good performance record. This is due to the challenges
of Arabic language. QA based on Frequently Asked Questions
is an important branch of QA in which a question is answered
based on pre-answered ones. In this paper, the aim is to build a
question answering system that responds to a user inquiry based
on pre-answered questions. The proposed approach is based on
Latent Dirichlet Allocation. Firstly, the dataset, pairs of questions
and associated answers, will be grouped into several clusters of
related documents. Next, when a new question to be answered is
posed to the system, it,therefore, starts to assign this question to
its appropriate cluster, then, use a similarity measure to get the
top ten closest possible answers. Preliminary results show that
the proposed method is achieving a good level of performance.
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I. INTRODUCTION

Question Answering (QA) is a task which has been created
to satisfy the specific and urgent need of a user to get a direct
answer to a given question. Generally speaking, QA tasks can
be classified, from an information retrieval perspective, into
two separated types: question answering based on retrieving
and forming an answer from flat documents, and the second
one is based on retrieving an answer to a similar pre-answered
question. Both types are considered active research topics in
information retrieval. However, this paper is concerned only
with QA based on the Frequently Asked Questions (FAQ) task.

According to the literature, great efforts have been made
to build a reliable QA system. However, few of these attempts
have been made for the Arabic language. And among those
only a few of them are oriented to QA based on a FAQ task.
This lack of such systems is due to challenges presented by
the Arabic language.

Arabic is a Semitic language spoken as a native language
by more than 330 million people [1]. Arabic is a morpholog-
ically complex, highly derivational and inflectional language.
Moreover, Arabic is rich in the use of affixes and clitics and,
usually, disambiguating short vowels and other orthographic
diacritics in standard orthography are omitted [2]. Therefore,
it has been difficult, to some extent, to build a reliable QA
system.

In this paper, a system for QA based on Latent Dirichlet
Allocation (LDA) [3] has been presented. The LDA has been
exploited, as a clustering algorithm, to divide the dataset
into related document groups. Then, its estimated models
parameters has been also exploited to calculate the similarity
between the new question and each question-answer pair in its
closest group [4].

The domain in which this application will be applied is
Islamic Fatwa. A Fatwa is a formal Islamic legal opinion issued
by expert scholar(s) (mufti or committee) in response to a
question from an individual. In Fatwa, mufti clarifies an issue
based on evidence from Shariah [5]. The Fatwa is considered
as an Islamic religion verdict, therefore, Muslims all over the
globe are interested in them and seek them out on a daily
basis. Moreover, the field is very sensitive, so, mistakes are
not allowed. The official Fatwa organizations are responsible
for receiving, handling and replaying these daily questions.

Due to the limitation of human resources, these organiza-
tions are unable to handle this barrage of questions within a
reasonable time frame. Meanwhile, many newly posed ques-
tions have similar answered ones in the database. Unfortu-
nately, there are no effective and reliable systems yet built to
automatically retrieve such a type of questions.

A. Previous work

Several pieces of research have been proposed in the
literature in the field of question answering based on already
pre-answered ones.

In [6] R. D. Buke el.al. have proposed a system to fetch
a similar question to a newly posed question. This system
was called FAQFinder. Their system is based on a vector
space model, and included a semantic definition of similarity
between words based on the concept of hierarchy in WordNet
as well.

Keliang Jia et.al. in [7] have built a QA system for remote
learning applications, so as to enhance the communication
facilities between teachers and their students. They calculated
the similarity between questions by integrating both similarity
between domain keywords using a domain knowledge dictio-
nary and similarity between common words using HowNet.

Zhiguo Wang et.al in [8] have tried to address the issue
of FAQ-based QA via word alignment. They started with
extracting a feature vector, including (similarity, dispersion,
penalty, 5 important words, reverse and some spare lexical
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features), from pair (query, candidate), then used a neural
network to calculate the similarity between such a pair.

None of the previously mentioned works is concerned with
Arabic language. However, in [9], [10] Islam Elhelwany et.al.
have proposed an Arabic Fatwa Intelligent system based on
textual case based rezoning which was firstly used in [11]. In
their system, they started by extracting a representative term
for each cluster which were later called clusters attractors.
Then, the cases clustered around these attractors. Eventually,
they used Jensen-Shannon divergence to assign a newly posed
question to its appropriate cluster and, subsequently, to find the
closest possible question among questions in such a cluster.
Unfortunately, no results or evaluation are presented in these
works and the data sets are not available for comparison. In
general, none of the existing works efficiently addresses the
task of Arabic QA based on FAQ which is going to be address
in this work.

The rest of this paper is organized as follows: Section 2 in-
troduces the proposed method; the evaluation and experimental
results are discussed in Section 3; and finally, in Section 4, our
findings are summarized and some future work is propose.

II. APPROACH

A. Latent Dirichlet Allocation (LDA) model estimation

Latent Dirichlet Allocation (LDA) is an unsupervised, sta-
tistical approach for document modeling that discovers latent
topics in a collections of text documents, in this case each doc-
ument is Fatwa (question and answer). LDA considers a word
as a basic unit of information, and it assumes that documents
that discuss similar topics use a similar collection of words. In
other words, documents are modeled as distribution of topics
(θ), and each topic is modeled as a distribution of words
(φ). topics are thus discovered by recognizing collections of
words which frequently occur together within documents [3].
In figure 1 a graphical representation of LDA is shown. As
depicted in the figure [2] M is the number of documents of
arbitrary length in the collection, T topics and V words forming
the vocabulary. Here, the topic distribution per document and
the per-topic word distributions are sampled from Dir(α) and
Dir(β) respectively. The LDA model estimation goes through
these steps:

1) Choose number of topics T and LDA hyperparamters
α and β.

2) For each document
a) Choose the number of words N .
b) For each word:

i) Sample z from θ(j), where j is the index
of the current document.

ii) Sample w from φ(z)

In LDA the goal is to estimate the distribution p(z/w).
Unfortunately, exact estimation of LDA parameters is an
intractable problem. The solution to this problem is to use an
approximation estimation algorithm; common methods to do
so include Expectation propagation and Gibbs sampling [12]
, which is more common and is followed here.

We will present only the most important equation used by
the algorithm for topic sampling for words. Let ~w and ~z be the

β φ 

w z θ α 

M 

N

T

 Θ ~ Dir(α) 

 φ ~ Dir(β) 

Fig. 1: LDAs graphical representation [3] shaded nodes rep-
resent observed variables whereas other nodes represent latent
ones.

vectors of all words and their topic assignment of the whole
documents collection W respectively. The topic assignment
for a particular word depends on the current topic assignment
of all the other word positions. More specifically, the topic
assignment of a particular word t is sampled from the following
distribution:

p(zi = k | ~z¬i, ~w) =
n
(t)
k,¬i + βt

[
∑V
v=1 n

(v)
k + βv]− 1

·
n
(k)
m,¬i + αk

[
∑K
j=1 n

(j)
m + αj ]− 1

where n(t)k,¬i is the number of times the word t is assigned
to topic k except the current assignment;∑V
v=1 n

(v)
k −1 is the total number of words assigned to topic k

except the current assignment;n(k)m,¬i is the number of words in
document m assigned to topic k except the current assignment;
and

∑K
j=1 n

(j)
m −1 is the total number of words in document m

except the current word t. Here, α and β are hyperparamters
of LDA and they describe the nature of the priors of θ and φ
respectively.The choice of priors has an important implication
for the result. For instance, choose high value for β can be
expected to decrease the number of topics, whereas smaller β
values will generate more topics [13].

Once p(z/w) is estimated using a sufficient number of
Gibbs sampling iteration, the distributions φ and θ can be
easily estimated using the following formulas:

φk,t =
n
(t)
k + βt∑V

v=1 n
(v)
k + βv

θm,k =
n
(k)
m + αk∑K

j=1 n
(j)
m + αj

once the LDA model is estimated, that is to say that the
corpora have been clustered and the estimated model can be
used to infer a new document as well.
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B. Semantic answer extraction using LDA estimated model

A similarity between two documents d1 and d2 is com-
puted by multiplying both, the similarities between the topic
distribution per-document (θ d1 and θ d2) and the per-topic
word distributions (φ t1 and φ t2) [4]

The similarities between the topic distribution per-
document can be calculated using the following equations:

IR(p, q) =
T∑
i=1

pi log
2xpi
pi + qi

+
T∑
i=1

qi log
2xqi
pi + qi

(1)

such that p and q are the document distribution over topics
for d1 and d2 respectively.

As IR measures the distance between two documents, it
can be transformed into similarity measure using the following
equation:

SIM(p, q) = 10−δIR(p,q) (2)

Meanwhile, each word has a certain contribution to a topic
(word distributions per-topic φ t1 and φ t2). Based on these
contributions, word-to-word semantic similarity is defined. The
word-to-word semantic similarity measure based on LDA is
further used in conjunction with an optimal matching method
to measure similarity given two documents. The similarities
between word distributions per-topic can be considered as
an assignment problem. Given a complete bipartite graph,
G = (D1, D2, E), with n document 1 vertices (words)
(D1), n document 2 vertices (words) (D2), and each edge
ed1∈D1,d2∈D2 ∈ E a non-negative weight (similarity between
the two words). The aim to find matching M from D1 to
D2 with maximum similarity. Such an assignment is called
optimum assignment. Method in [14] is used to solve this
assignment and can be formulated as finding a permutation π
for which qOPT =

∑n
i=1 word-sim(d1i, d2π(i)) is maximum

such that word-sim is word-to-word similarity measure based
on LDA and can be calculated using the following equation
(Hellinger distance)

HD(w1, w2) =
1√
2
+

√√√√ T∑
1

(
√
w1i −

√
w2i)2 (3)

Such that w1 and w2 are the word distributions per-topic
for d1 and d2 respectively.

Briefly, the proposed method can be summarized in these
steps:

1) Performed data pre-processing.
2) Estimate LDA model for the collection of documents.
3) Cluster the document collection based on estimated

LDA model.
4) When a new question is posed, assign it to its

appropriate cluster using LDA inferencer.
5) Once the new question is assigned to its cluster, re-

trieve the ten closest answers possible using measures
mentioned in section II-B

6) Display results

III. RESULTS AND DISCUSSION

The dataset that has been used was collected from the well-
known website that introduces Islamic Fatwas “IslamWeb”1.
The total number of documents is 11109. Each one of these
documents represents a Fatwa which contains a question
and associated answer. All documents in this collection are
used to estimate LDA model in step II-A described in the
methodology. For the test, 110 non-answered questions were
posed to the system and the result obtained shown to seven
educated users. The users were then asked to tell how much
they agreed with the following statement: “this answer fits
my question and I am satisfied with it”. The users rated their
degree of agreement on a 5-point Likert scale where 1 indicates
strong disagreement and 5 indicates strong agreement.

It should be noticed that all results, of the proposed
method, presented in this section are based on the following
parameters which have been experimentally set: the Dirichlet
hyper-parameters α and β were chosen to be 0.5 and 0.1
respectively and the number of topics was chosen to be 100.
Gibbs sampling is stopped after 1000 steps.

It is difficult to compare the proposed approach and the
various approaches described in Section I-A because ’the
software applications and the textual resources used in the
experiments are unavailable’. Moreover, the results of the
respective experiments are not conclusive.

For example, the work presented by Islam et.al [9] does not
measure the effectiveness of the presented approach. Moreover,
in another work presented by the same authors [10], the
only results shown are clustering results. However, neither
the software applications nor the textual resources used in the
experiments are available for comparison.

The rest of the works are oriented to other languages
but not Arabic. Therefore, the effectiveness of the proposed
approach will be evaluated by comparison with Google search
engine, where the top ten retrieved results are collected man-
ually and compared to the top ten retrieved results by the
proposed method as shown in section III.

To estimate the performance, the average Likert scale
and average retrieval time are calculated. The average Lik-
ert scale is defined as follows: let U and Q be the total
number of users and total number of questions respectively.
LS = 1

Q×U
∑Q
n=1

∑U
m=1 Sn,m such that Sn,m is a score

given by a user n to a question m. To test the inter-rater
reliability, the Kappa measure has been calculated. As shown
in the table I, the performance of the proposed system is
better. This success is mitigated, though, by the fact that the
Google average response time is better than ours by orders of
magnitude. Nonetheless, it is commonly assumed that Kappa
values between 0.4 and 0.6 offer a moderate level of agree-
ment, and therefore, both of them, LDA-Optimal and Google
get a moderate agreement. In Figure 2 a diverging stacked
bar chart shows the raw results based on user evaluation of
the proposed system and of the Google search engine. It
presents the Likert scale results of the criteria “this answer
fits my question and I am satisfied with it”. As it can be
seen in the figure, that number of answers with which the
users ’strongly agree’ and ’agree’ in the proposed approach is

1www.islamweb.net/fatwa/
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TABLE I: average Likert scale, average response time and
Kappa measures of LDA-Optimal and google

Method
Average 5-point

Likert scale
Average retrieval time

(Second) Kappa

Google 2.65 0.85 0.58
LDA-Optimal 3.75 22.4 0.55

clearly greater than those found through Google. Meanwhile,
according to user evaluation, more than half of the questions
are not answered through Google.

Google

LDA−Optimal

50 0 50

strongly.agree agree nutral disagree strongly.disagree

Fig. 2: Results of criteria this answer fits my question and I
am satisfied with

After analysis of results for both methods, it has been found
that, Google was able to handle those questions which contain
only small number of words, 3-7 words, better than LDA-
Optimal. On the other hand, the proposed approach has an
ability to handle those questions with longer scripts, while
Google has a lesser ability to do so and sometimes fails when
the number of characters exceeds its limit.

IV. CONCLUSION AND FUTURE WORK

With the boom of the Web’s content, an inevitable need
for an effective information retrieval system is required. In
particular, the possibility of extracting a direct answer to a
specific question. This process is called question answering
and is currently one of the most active research areas in the
field of information retrieval. The QA based on FAQ is the
task in which a new question is answered based on already
pre-answered ones.

In this paper, a new methodology is proposed to accomplish
the task of QA based on FAQ. This approach assumes that an
answer is a contextual expansion of its corresponding question.
Therefore, the question and its associated answer is treated as
one document. Since organization of documents into clusters
of related documents has been shown to significantly improve
the results of information retrieval systems, the approach first
started to cluster the corpora into several clusters of related
documents. Such clustering is achieved by the LDA model.
When a new question to be answered is posed to the system,

it is inferred, and assigned to an appropriate cluster using LDA
inferencer.

Up to now, there is the question to be answered and
its associated cluster. A similarity measure based on LDA
estimated distributions is used to retrieve the closest possible
answers to a given question.

In spite of all the advantages and possibilities of the
proposed method, it has several limitations that could be
improved in the future. First, the proposed approach does not
consider the type of question, so future improvements to the
accuracy of the system will involve a question analysis step
so as to determine the type of question. Second, a different
sophisticated similarity measure can be used instead of the
current one. Finally, the current proposed approach does not
handle negation, this may be dealt with in future researches.
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