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Abstract—Data mining techniques are used to extract useful
knowledge from raw data. The extracted knowledge is valuable
and significantly affects the decision maker. Educational data
mining (EDM) is a method for extracting useful information
that could potentially affect an organization. The increase of
technology use in educational systems has led to the storage
of large amounts of student data, which makes it important
to use EDM to improve teaching and learning processes. EDM
is useful in many different areas including identifying at-risk
students, identifying priority learning needs for different groups
of students, increasing graduation rates, effectively assessing
institutional performance, maximizing campus resources, and
optimizing subject curriculum renewal. This paper surveys the
relevant studies in the EDM field and includes the data and
methodologies used in those studies.

Index Terms—Data mining, Educational Data Mining (EDM),
Knowledge extraction.

I. INTRODUCTION

One of the primary goals of any educational system is
to equip students with the knowledge and skills needed to
transition into successful careers within a specified period.
How effectively global educational systems meet this goal is
a major determinant of both economic and social progress.

Some countries provide free education for all citizens from
grade one through the university years. Therefore, a large
number of students enter universities every year. For example,
King Khalid University (KKU) accepted approximately 23,000
students in 2013. It has become difficult to provide high quality
teaching and guidance to such a large number of students. As
a result, many students fail to complete their degrees within
the required periods. EDM can present universities with a clear
picture of specific hindrances to student learning. For example,
students can fail in advanced subjects because they did not
learn the basic information from the prerequisite subjects.
Using data mining (DM) techniques to analyze student infor-
mation can help identify possible reasons for student failures.

Data mining provides many techniques for data analysis.
The large amount of data currently in student databases ex-
ceeds the human ability to analyze and extract the most useful
information without help from automated analysis techniques.
Knowledge discovery (KD) is the process of nontrivial extrac-
tion of implicit, unknown, and potentially useful information
from a large database. Data mining has been used in KD to
discover patterns with respect to a users needs. The pattern
definition is an expression in language that describes a subset
of data. An example of a KD pattern definition appears in [1].

The increasing use of technology in educational systems
has made a large amount of data available. EDM provides
a significant amount of relevant information [2] and offers
a clearer picture of learners and their learning processes. It
uses DM techniques to analyze educational data and solve
educational issues. Similar to other DM techniques extraction
processes, EDM extracts interesting, interpretable, useful, and
novel information from educational data. However, EDM is
specifically aimed at developing methods that use unique types
of data in educational systems [3]. Such methods are then
used to enhance knowledge about educational phenomena,
students, and the settings in which they learn [4]. Developing
computational approaches that combine data and theory will
help improve the quality of T& L processes.

From a practical point of view, EDM allows users to extract
knowledge from student data. This knowledge can be used in
different ways such as to validate and evaluate an educational
system, improve the quality of T& L processes, and lay the
groundwork for a more effective learning process [5]. Similar
ideas have been applied successfully, especially in business
data, in different datasets, such as e-commerce systems, to
increase sales profits [6]. Thus, the success of applying DM
techniques in business data encourages its adoption in different
domains of knowledge. Notably, DM has been applied to
educational data for research objectives such as improving the
learning process and guiding students learning or acquiring
a deeper understanding of educational phenomena. However,
while EDM has made comparatively less progress in this
direction than other fields, this situation is changing due
to increased interest in the use of DM in the educational
environment [7].

Many tasks or problems in educational environments have
been managed or resolved through EDM. Baker [8], [4]
suggested four key areas of EDM application: improving
student models, improving domain models, studying the ped-
agogical support provided by learning software, and con-
ducting scientific research on learning and learners. Five
approaches/methods are available: prediction, clustering, re-
lationship mining, distillation of data for human judgment,
and discovery with models. Castro [9] categorized EDM tasks
into four different areas: applications that deal with the as-
sessment of students learning performance, course adaptation
and learning recommendations to customize students learning
based on individual students behaviors, developing a method
to evaluate materials in online courses, approaches that use
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feedback from students and teachers in e-learning courses, and
detection models for uncovering student learning behaviors.

II. DATA MINING

DM is a powerful artificial intelligence (AI) tool, which
can discover useful information by analyzing data from many
angles or dimensions, categorize that information, and summa-
rize the relationships identified in the database. Subsequently,
this information helps make or improve decisions. In DM
solutions, algorithms can be used either independently or
together to achieve the desired results. Some algorithms can
explore data; others extract a specific outcome based on that
data. For example, clustering algorithms, which recognize
patterns, can group data into different n-groups. The data
in each group are more or less consistent, and the results
can help create a better decision model. Multiple algorithms,
when applied to one solution, can perform separate tasks. For
example, by using a regression tree method, they can obtain
financial forecasts or association rules to perform a market
analysis.

A large amount of data in databases today exceeds the hu-
man ability to analyze and extract the most useful information
without help from automated analysis techniques. Knowledge
discovery is the process of nontrivial extraction of implicit,
unknown, and potentially useful information from a large
database. Data mining used in KD has discovered patterns with
respect to a users needs. The pattern definition is an expression
in the language that describes a subset of data; an example is
shown in [1].

The accurate discovery of patterns through DM is influenced
by several factors, such as sample size, data integrity, and
support from domain knowledge, all of which affect the
degree of certainty needed to identify patterns. Typically, DM
uncovers a number of patterns in a database; however, only
some of them are interesting. Useful knowledge constitutes
the patterns of interest to the user. It is important for users
to consider the degree of confidence in a given pattern when
evaluating its validity.

The KD process is interactive and examines many decisions
made by the user. Loops can occur between any two steps in
the process, which are needed for further iteration.

First, it is important to develop an understanding of the
application domain, including relevant prior knowledge, and
identify the end users goal. Second, choose a target dataset and
focus on the subset of variables or data samples targeted for
examination. Third, clean and preprocess the data by reducing
noise, designing strategies for dealing with missing data, and
accounting for time-sequence information and known changes.
Fourth (the data reduction and projection phase), find useful
features to represent the data such as dimensionality reduction
or transformation methods. Fifth, use the goals of the KD to
choose the appropriate DM strategy. Sixth, match the dataset
with DM algorithms to search for patterns. Seventh, extract
interesting patterns from a particular representational form or
set. Eighth, interpret these mined patterns and/or return to
any previous steps for an additional iteration. Finally, use the

discovered knowledge by taking action and documenting or
reporting the knowledge [10].

III. EDUCATIONAL DATA MINING

Educational data mining is an emerging discipline, con-
cerned with developing methods for exploring the unique types
of data that come from educational settings and using those
methods to better understand students and the settings which
they learn in [3]. Different from data mining methods, EDM,
when used explicitly, accounts for (and avail of opportunities
to exploit) the multilevel hierarchy and lacks independent
educational data [3].

IV. EDM METHODS

Educational data mining methods come from different
literature sources including data mining, machine learning,
psychometrics, and other areas of computational modelling,
statistics, and information visualization. Work in EDM can
be divided into two main categories: 1) web mining and 2)
statistics and visualization [11]. The category of statistics and
visualization has received a prominent place in theoretical
discussions and research in EDM [8], [7], [12]. Another point
of view, proposed by Baker [3], classifies the work in EDM
as follows:

1) Prediction.
• Classification.
• Regression.
• Density estimation.

2) Clustering.
3) Relationship mining.

• Association rule mining.
• Correlation mining.
• Sequential pattern mining.
• Causal DM.

4) Distillation of data for human judgment.
5) Discovery with models.
Most of the above mentioned items are considered DM cat-

egories. However, the distillation of data for human judgment
is not universally regarded as DM. Historically, relationship
mining approaches of various types have been the most
noticeable category in EDM research.

Discovery with models is perhaps the most unusual category
in Bakers EDM taxonomy, from a classical DM perspective.
It has been used widely to model a phenomenon through any
process that can be validated in some way. That model is then
used as a component in another model such as relationship
mining or prediction. This category (discovery with models)
has become one of the lesser-known methods in the research
area of educational data mining. It seeks to determine which
learning material subcategories provide students with the most
benefits [13], how specific students behavior affects students
learning in different ways [14], and how tutorial design
affects students learning [15]. Historically, relationship mining
methods have been the most used in educational data mining
research in the last few years.
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Other EDM methodologies, which have not been used
widely, include the following:

• Outlier detections discover data points that significantly
differ from the rest of the data [16]. In EDM, they
can detect students with learning problems and irregular
learning processes by using the learners response time
data for e-learning data [17]. Moreover, they can also de-
tect atypical behavior via clusters of students in a virtual
campus. Outlier detection can also detect irregularities
and deviations in the learners or educators actions with
others [18].

• Text mining can work with semi-structured or unstruc-
tured datasets such as text documents, HTML files,
emails, etc. It has been used in the area of EDM to ana-
lyze data in the discussion board with evaluation between
peers in an ILMS [19], [20]. It has also been proposed for
use in text mining to construct textbooks automatically
via web content mining [21]. Use of text mining for the
clustering of documents based on similarity and topic has
been proposed [22], [23].

• Social Network Analysis (SNA) is a field of study
that attempts to understand and measure relationships
between entities in networked information. Data mining
approaches can be used with network information to
study online interactions [24]. In EDM, the approaches
can be used for mining group activities [25].

A. Prediction

Prediction aims to predict unknown variables based on
history data for the same variable. However, the input variables
(predictor variables) can be classified or continue as variables.
The effectiveness of the prediction model depends on the type
of input variables. The prediction model is required to have
limited labelled data for the output variable. The labelled data
offers some prior knowledge regarding the variables that we
need to predict. However, it is important to consider the effects
of quality of the training data in order to achieve the prediction
model.

There are three general types of predictions:
• Classification uses prior knowledge to build a learning

model and then uses that model as a binary or categorical
variable for the new data. Many models have been de-
veloped and used as classifiers such as logistic regression
and support vector machines (SVM).

• Regression is a model used to predict variables. Different
from classification, regression models predict continuous
variables. Different methods of regression, such as linear
regression and neural networks, have been used widely
in the area of EDM to predict which students should be
classified as at-risk.

• Density estimation is based on a variety of kernel func-
tions including Gaussian functions.

Prediction methodology in EDM is used in different ways.
Most commonly, it studies features used for prediction and
uses those features in the underlying construct, which pre-
dicts student educational outcomes [26]. While different

approaches try to predict the expected output value based on
hidden variables in the data, the obtained output is not clearly
defined in the labels data.

For example, if a researcher aims to identify the students
most likely to drop out of school, with the large number of
schools and students involved, it is difficult to achieve using
traditional research methods such as questionnaires. The EDM
method, with its limited amount of sample data, can help
achieve that aim. It must start by defining at-risk students and
follow with defining the variables that affect the students such
as their parents educational backgrounds. The relation between
variables and dropping out of school can be used to build
a prediction model, which can then predict at-risk students.
Making these predictions early can help organizations avoid
problems or reduce the effects of specific issues.

Different methods have been developed to evaluate the
quality of a predictor including accuracy of linear correlation,
Cohens Kappa, and A [27]. However, accuracy is not recom-
mended for evaluating the classification method because it is
dependent on the base rates of different classes. In some cases,
it is easy to get high accuracy by classifying all data based on
the large group of classes sample data. It is also important to
calculate the number of missed classifications from the data
to measure the sensitivity of the classifier using recall [28]. A
combined method, such as an F-measure, considers both true
and false classification results, which are based on precision
and recall, to give an overall evaluation of the classifier.

B. Clustering

Clustering is a method used to separate data into different
groups based on certain common features. Different from
the classification method, in clustering, the data labels are
unknown. The clustering method gives the user a broad view
of what is happening in that dataset. Clustering is sometimes
known as an unsupervised classification because class labels
are unknown [10].

In clustering, we have started to find data points that natu-
rally group together to split the dataset into different groups.
The number of groups can be predefined in the clustering
method. Generally, the clustering method is used when the
most common group in the dataset is unknown. It is also used
to reduce the size of the study area. For example, different
schools can be grouped together based on similarities and
differences between them [29], [30].

C. Relationship mining

Relationship mining aims to find relationships between
different variables in data sets with a large number of vari-
ables. This entails finding out which variables are most
strongly associated with a specific variable of particular in-
terest. Relationship mining also measures the strength of
the relationships between different variables. Relationships
found through relationship mining must satisfy two criteria:
statistical significance and interestingness. Large amounts of
data contain many variables and hence have many associated
rules. Therefore, the measure of interestingness determines the
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most important rules supported by data for specific interests.
Different interestingness measures have been developed over
the years by researchers including support and confidence.
However, some research has concluded that lift and cosine
are the most relevant used in educational data mining[31].

Many types of relationship mining can be used such as
association rule mining, sequential pattern mining, and fre-
quent pattern mining. Association rule mining is the most
common EDM method. The relationship found in association
rule mining is ı̈f→ thenr̈ules. For example, if {Student GPA
is less than two, and the student has a job} → {, the student
is going to drop out of school}. The main goal of relationship
mining is to determine whether or not one event causes another
event by studying the coverage of the two events in the data
set, such as TETRAD [32], or by studying how an event is
triggered.

D. Discovery with Models

In discovery, models are generally based on clustering,
prediction, or knowledge engineering using human reasoning
rather than automated methods. The developed model is then
used as part of other comprehensive models such as relation-
ship mining.

E. Distillation of data for human judgement

Distillation of data for human judgment aims to make data
understandable. Presenting the data in different ways helps
the human brain discover new knowledge. Different kinds of
data require specific methods to visualize it. However, the
visualization methods used in educational data mining are
different from those used in different data sets [33], [34] in
that they consider the structure of the education data and the
hidden meaning within it.

Distillation of data for human judgment is applied in edu-
cational data for two purposes: classification and/or identifica-
tion. Data distillation for classification can be a preparation
process for building a prediction model [35]; identification
aims to display data such that it is easily identifiable via well
known patterns that cannot be formalized [36].

As mentioned previously, there is a wide variety of methods
used in educational data mining. These methods have been di-
vided by Rayn [37] into five categories: clustering, prediction,
relationship mining, discovery with models, and distillation of
data for human judgement are illustrated in Table I.

V. EDUCATIONAL DATA MINING DATA AND
APPLICATIONS

The main goal of EDM is to extract useful knowledge from
educational data including student records, student usage data,
inelegant tutre, and LMS systems. The extracted knowledge
can improve the process of teaching and learning in the
educational system[38]. It can also lead to the development
of new teaching processes. Similar ideas have been applied
successfully in different domains of knowledge. For example,
e-commerce systems and basket analysis are popular applica-
tions in data mining [39]. They increase sales by analyzing

users shopping behaviors. While it is clear that data mining
methods in education have not progressed as far as they have
in business [40], in the last few years, EDM has drawn more
attention from researchers. Applying DM to educational data
is different than it is in other domains, as defined below:

1) Objective: Applying DM methods to any specific data is
led by the objectives. The main objective for using EDM
is to improve teaching and learning processes. Research
objectives, such as gaining a deeper understanding of
the teaching and learning phenomena, occasionally in-
fluence the objectives. Applying traditional research
methods to achieve goals is sometimes difficult.

2) Data: Using technology in education has led to increased
data in educational systems, which differs from basic
information, such as student information, because it
includes more information, which is generated by dif-
ferent systems such as the LMS system. Applying EDM
methods to educational data can make extracting specific
knowledge either quite simple or more complicated such
as in applying relational mining. One example would be
applying relational mining to find the relation between
students success in courses that contain several chap-
ters organized into lessons, with each lesson including
several concepts.

3) Techniques: The application of DM to any problem is
driven by the objectives of the research and the type
of data at hand. Therefore, applying data mining suc-
cessfully to educational data requires specific adoption.
The adoption can be for either the DM methods or
pre-processing of the data. Some DM methods can be
applied directly, without any modifications, and some
cannot. Moreover, some DM techniques are used for
specific problems in the educational domain. However,
choosing certain techniques depends on the researchers
perspective of the problem and the objectives of the
research [41]. For example, EDM methods can improve
the teaching and learning processes in the classroom,
identify at-risk students, customize teaching processes,
and provide recommendations to teachers and students.
Most current research involves only teachers and stu-
dents. However, more groups can be involved in re-
search that has other objectives such as course devel-
opment [42].

A. Data used in EDM

EDM offers a clear picture and a better understanding of
learners and their learning processes. It uses DM techniques to
analyze educational data and solve educational issues. Similar
to other DM techniques extraction processes, EDM extracts
interesting, interpretable, useful, and novel information from
educational data. However, EDM is specifically concerned
with developing methods to explore the unique types of data
in educational settings [3]. Such methods are used to enhance
knowledge about educational phenomena, students, and the
settings in which they learn [4]. Developing computational
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TABLE I: Educational data mining methedology categories.

Category objectives Key applications
prediction Develop a model to predict some variables base

on other variables. The predictor variables can be
constant or extract from the data set.

Identify at-risk students. Understand student educa-
tional outcomes

Clustering Group specific amount of data to different clusters
based on the characteristics of the data. The number
of clusters can be different based on the model and
the objectives of the clustering process.

Find similarities and differences between students or
schools. Categorized new student behavior

Relationship Mining Extract the relationship between two or more vari-
ables in the data set.

Find the relationship between parent education level
and students drooping out from school. Discovery
of curricular associations in course sequences; Dis-
covering which pedagogical strategies lead to more
effective/robust learning

Discovery with Models It aims to develop a model of a phenomenon using
clustering, prediction, or knowledge engineering, as
a component in more comprehensive model of pre-
diction or relationship mining.

Discovery of relationships between student be-
haviours, and student characteristics or contextual
variables; Analysis of research question across wide
variety of contexts

Distillation of Data for
Human Judgement

The main aim of this model to find a new way to
enable researchers to identify or classify features in
the data easily.

Human identification of patterns in student learning,
behaviour, or collaboration; Labelling data for use in
later development of prediction model

approaches that combine data and theory will help improve
the quality of T& L processes.

The increasing use of technology in educational systems
has made a large amount of data available. Educational data
mining (EDM) provides a significant amount of relevant
information [2]. Therefore, the main source of data used in
EDM to date can be categorized as follows:

• Offline education, also known as traditional education, is
where knowledge transfers to learners based on face-to-
face contact. Data can be collected by traditional methods
such as observation and questionnaires. It studies the cog-
nitive skills of students and determines how they learn.
Therefore, the statistical technique and psychometrics can
be applied to the data.

• E-learning and learning management systems (LMS) pro-
vide students with materials, instruction, communication,
and reporting tools that allow them to learn by them-
selves. Data mining techniques can be applied to the data
stored by the systems in the databases.

• Intelligent tutoring systems (ITS) and adaptive educa-
tional hypermedia systems (AEHS) try to customize the
data provided to students based on student profiles. As a
result, applying data mining techniques is important for
building user profiles. The data generated by that system
can then assist in further research.

Based on the three categories established by Romero etl [26],
we can group EDM research according to the type of data
used: traditional education, web-based education (e-learning),
learning management systems, intelligent tutoring systems,
adaptive educational systems, tests questionnaires, texts con-
tents, and others.

B. EDM Application

Many studies have been developed in the area of EDM. A
framework for examining learners behaviors in online educa-
tion videos was recommended by Alexandro & Georgios [43].

The proposed framework consisted of capturing learner per-
formance data, designing a data model for storing the activity
data, and creating modules to monitor and visualize learner
viewing behavior using captured data. Researchers relied on
most of the students to watch videos in the few days prior
to exams or an assignment due date. Moreover, pausing and
resuming was mainly observed in videos associated with an
assignment. One lamentation was that the author did not study
what affected learner viewing behavior or why some learners
refrained from viewing online videos altogether.

In other research, Saurabh Pal [44] built a model using data
mining methodologies to predict which students would likely
drop out during their first year in a university program. That
study used the Nave Bayes classification algorithm to build
the prediction model based on the current data. The result
of the system was promising for identifying students who
needed special attention to reducing the dropout rate. Leila
Dadkhahan [45] tried to justify what was needed for student
retention in higher education institutions to reduce the number
of dropouts. As a result, using data mining techniques led to
increased student retention and graduation rates.

VI. CONCLUSIONS

The increased use of technology in education is generating
a large amount of data every day, which has become a target
for many researchers around the world; the field of educational
data mining is growing quickly and has the advantage of con-
taining new algorithms and techniques developed in different
data mining areas and machine learning. The data mining
of educational data (EDM) is helping create development
methods for the extraction of interesting, interpretable, useful,
and novel information, which can lead to better understanding
of students and the settings in which they learn.

EDM can be used in many different areas including identify-
ing at-risk students, identifying priorities for the learning needs
of different groups of students, increasing graduation rates,
effectively assessing institutional performance, maximizing
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campus resources, and optimizing subject curriculum renewal.
This paper surveyed the most relevant studies carried out in
the field of EDM including data used in certain studies and
the methodologies employed. It also defined the most common
tasks used in EDM as well as those that are the most promising
for the future.
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