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Abstract—Cloud computing is a model of internet-based 

service that provides easy access to a set of changeable 

computational sources through internet for users based on their 

demand. Load balancing in cloud have to manage service 

provider resources appropriately. Load balancing in cloud 

computing is the process of load distribution between distributed 

computational nodes for optimal use of resources and have to 

decrease latency in order to prevent a situation in which some 

nodes overloaded and some others under-loaded or be in the idle 

mode. Load migration is a potential solution for most of critical 

conditions such as load imbalance. However, many load 

migration methods are only based on one purpose. Practically, 

considering just one objective for migration can be in contrary to 

the other objectives and may lose optimal solution to work in 

existing situation. Therefore, having a strategy to make load 

migration process purposeful is essential in cloud environment. 

The main idea of this research is to reduce cost and increase 

efficiency in order to be compatible with cloud different 

conditions. In the recommended method, it is tried to improve 

load migration process using several different criteria 

simultaneously and apply some changes in previous methods. 

The simulated annealing algorithm is employed to implement the 

recommended strategy in the present research. Obtained result 

show desired performance and efficiency in general. This 

algorithm is highly flexible by which several important criteria 

can be calculated simultaneously. 

Keywords—cloud computing; load balancing; migration; 

virtual machines; simulated annealing 

I. INTRODUCTION 

One of the modern developments in the internet is 
introduced by Cloud Computing (CC) technology. This 
technology becomes quickly popular due to its properties in 
which every kind of facilities offers to the users in the form of 
a service [13]. The CC is an internet-based service model as it 
provides easy access to a set of changeable computing 
resources through internet for users based on their demands. In 
such mode, users try to access based on their needs regardless 
of where the service is located or how it is delivered. Various 
types of computing services try to offer such services to the 
users. Some of these computing systems are cluster computing, 
grid computing and recently CC. There are some services 
provided by CC architecture based on IT customers’ needs [4]. 
Naturally, any new changes and concepts in IT environment 
has its own specific problems and complexities; using CC is 
not an exception and put many challenges in front of experts in 
this field, such as load balancing, security, reliability, 
ownership, backing up data, data portability and supporting 

different platforms. Considering the importance of migration in 
load balancing of CC, it is going to improve this process in this 
paper [2]. This article organized as follows: In section two 
previous works will be reviewed. In section three our proposed 
method is stated. This method is evaluated in section four and 
finally there is a conclusion in the last section. 

II. LITERATURE REVIEW 

A. Cloud Computing 

CC platform is a completely automatic and service 
providers let the users buy, remote creation, dynamic 
scalability and system management [9]. Operational and capital 
costs can be reduced by CC [5]. In addition, CC systems are 
elastic; the amount of resources available to a server has 
capable of increasing or decreasing. However, it covers all 
what really a cloud server is [9]. 

The CC is a new internet-based service becomes common 
for users to provide different services. Many different and wide 
sources can be used instead of local or remote servers in CC 
services. There is not any standard definition for CC. 
Generally, it is including of a set of known server, offering 
services and resources to different and demanding clients. 
Distributed computers provide those demand-based services. 
The main advantage of CC is quick reduction of hardware 
costs and computation and capacity increasing [5]. 

B. Details of Cloud system and its properties 

A Cloud system is composed of three main parts: clients, 
data center and distributed servers. Each part has its own 
specific role and purpose defined in the following. 

 Clients: end users interact with clients to manage 
cloud-related data. 

 Data center: a data center can created to save data and 
applications. 

 Distributed servers: parts of cloud hosting different 
programs all over the internet while a cloud user thinks 
that the programs run in his machine [5]. 

C. Cloud implementation models 

There are four models for cloud implementation as follows 
[14]. 

 Private Cloud: It is an infrastructure of cloud 
computing only working for an organization and 
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managed by the same organization or a third party 
organization. 

 Public Cloud: It is also known as external cloud and 
describes CC as its main and traditional meaning. The 
services prepared dynamically through internet in the 
form of small units by a third party distributer who 
lends the resources in share to the users. 

 Community Cloud: also known as group cloud in 
which cloud infrastructure shared and supported by 
several organizations with common goals in security 
mission or considerations. This cloud can be managed 
by the same or a third party organization. Since the 
costs divided between fewer users than in public clouds, 
this choice is more expensive than public cloud but has 
more privacy, security and compatibility with policies. 

 Hybrid Cloud: a cloud in which its infrastructure 
composed of two or more types of clouds (private, 
community, public). 

D. Load balancing based on migration of virtual machines 

and efficiency 

 Load balancing between physical hosts is necessary for 
cloud environment in order to improve efficiency of 
data centers by increasing in throughput and decreasing 
in system latency. There are many physical hosts in a 
data centers therefore, based on migration of virtual 
machines between physical hosts, load balancing plays 
an important role to provide stable and highly efficient 
services. It is possible to have a situation in which 
physical hosts loaded excessively, that is, the number of 
virtual machines being run in physical hosts is more 
than the average. Therefore, running services are 
incapable of guarantee the needs. The efficiency of data 
centers servicing can be improved by migration of 
virtual machines from heavy loaded hosts to the light 
ones [16]. 

 Two-stage load balancing algorithms OLB+LBMM: A 
two-stage scheduling algorithm recommended to mix 
scheduling algorithms of Opportunistic Load Balancing 
(OLB) and Load Balance Min-Min (LBMM) for using 
better execution and maintaining load balancing of the 
system. The OLB scheduling algorithm keep any node 
in idle mode to reach the load balancing objective; the 
LBMM scheduling algorithm applied for reducing 
running time of any task on the node. Therefore, it 
decreases the total running time. This algorithm used in 
three-level CC networks in which efficiency and 
utilization criteria are considered. Such hybrid 
algorithm helps in effective use of resources, increases 
efficiency and offer better results than honey bee 
algorithm, random sampling and active clustering [4]. 

 Min-Min algorithm: It is started by a set of unassigned 
tasks. First of all, the minimum ending time of each task 
is found. Then, the least minimum is selected among 
these minimum times which is the minimum time 
between all tasks exist on each resource. After that, the 
task scheduled on the related machine within the 

minimum time. Now, the running time for all other 
tasks updated on the machine by adding up the assigned 
task running time to other tasks running time and the 
assigned task removed from the task list, assigned to the 
machine. This process repeated till all tasks assigned to 
the resources. However, there is a problem in this 
method which can be resulted in starvation [4]. In this 
algorithm, utilization of resources, overload, 
throughput, latency and efficiency are considered from 
load balancing criteria [13]. 

 A Lock-free multiprocessing solution for load 
balancing: this solution recommended because it is 
refused to use shared memory in comparison to other 
multiprocessing solutions of load balancing and keeps 
user session by locking. The memory this method 
obtained by applying Linux core and helps the 
improvement of general efficiency of load balancer in a 
multi core environment through running several load 
balancing processes in one load balancer [11]. 

 Ant Colony Optimization: A model presented in which 
unique ants act as very common insects. They have very 
limited memory and show individual behavior in order 
to have a big random performance. The ants are 
working together to find food sources and make use of 
food source for transferring food toward the colony 
simultaneously [10]. 

 Load Balancing Mechanism based on Ant colony and 
Complex Network Theory (ACCLB): It is presented in 
a federation of open CC with the purpose of 
overcoming complexity and problems of dynamic load 
balancing which use scale-free and small-world 
properties of complex networks to reach better load 
balancing. This method improved many aspects of the 
related ant colony algorithms and recommended to 
achieve load balancing in distributed systems. 
Moreover, it overcomes heterogeneity, compatible with 
dynamic environment, well in resisting against faults 
and has appropriate scalability since it helps the 
improvement of system efficiency [4]. Several studies 
showed that dynamic changes of criteria to calculate the 
possibility function for an ant in order to select a 
neighbor node, should have high efficiency for ant 
colony optimization algorithm, however such issues are 
not considered in this case [15]. In this algorithm in 
which complex network theory is used, utilization of 
resources, scalability and efficiency is considered from 
load balancing criteria [4]. 

 Join-Idle-Queue Algorithm: It recommends a load 
balancing algorithm for dynamic scalability of web 
services. This algorithm provides LB in large scale by 
distributed distributers. First, balance the load of idle 
processors in distributors is happened for any idle 
processor to access any distributor and then assign tasks 
to the processors in order to reduce the queue length of 
each processor. Removing load balancing task from 
vital route of demands processing, this algorithm 
reduces system load effectively, no connectional 
overload occurred at the time of tasks entrance and the 
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real latency not increased. The environment this 
algorithm used in is cloud data centers in which latency 
and overload considered as efficiency criteria. This 
algorithm is capable of running relatively optimal when 
applied for web services. However, it cannot be used 
for web services of nowadays dynamic contents due to 
scalability and reliability [4]. 

E. Simulated Annealing Algorithm 

 It is an algorithm for optimization issues inspired from 
nature. This algorithm introduced by works of 
Kirkpatrick and Cerny et al. in 1983 and 1985 
respectively. It is used for solid substance reaches to the 
mode in which put arranged well with minimum 
energy. In this method, put the substance in high 
temperature and then it decline gradually in order to put 
the substance in a mode in which it is arranged and has 
minimum energy. In this algorithm, each point of 
searching space (s) regarded as a mode of substance 
(searching space for our algorithm is all possible modes 
for migration of load between virtual machines) and the 
E(s) function which is the energy function (fitness 
function) should be minimized. The purpose is to 
transfer a substance mode (problem answer) from 
starting point (initial population) toward optimal mode 
(optimal answer). Evolutionary algorithms such as this 
one begin with an initial solution which is the starting 
point for moving toward optimal solution produced 
randomly. This means, a simple solution can be 
regarded initially but it is not necessarily the optimal 
one and it is just produced for using the algorithm and 
moving toward more optimal solution [6]. 

III. RECOMMENDED STRATEGY 

Suppose that m is a host in which N virtual machines exist. 
n tasks will be under service. In servicing, it is possible to some 
of virtual machines overloaded and therefore their energy 
consumption and latency increases while the efficiency 
decreases. In such cases, some methods required for migration 
of services from overloaded virtual machines to those without 
overloading; on the other hand, load migration occurs. The 
purpose of this research is to offer a strategy that solves the 
problem of load migration on virtual machines considering 
different criteria such as energy consumption, efficiency etc. 
the recommended strategy is as follows: 

In this strategy, at first each criteria of load migration 
problem are modeled and relationship between them are 
expressed. Then, annealing algorithm and modeling the 
problem in form of a population, a population with optimal 
fitness obtained. The optimal population will determine the 
order of load migration on virtual machines. 

A. Criteria of the strategy 

The following criteria considered in this research and it is 
tried to optimize all of them simultaneously. 

1) load volume 
Since it is possible for a virtual machine to be overloaded 

during task running in different aspects such as processor, 
memory or network, a criterion set for load volume of virtual 

machine, this criterion is a combination of processor, memory 
and network loads as follows: 

           
 

                
  

 

                
  

 

                
    

(1) 
In equation (1),                ،                و

              show the efficiency rate of CPU, memory and 
network [17]. 

2) Energy consumption 
Excessive increase of CC networks result in increasing of 

energy consumption in data centers intensively which is a vital 
problem and global concern for industry and society. The 
following equation used to calculate the criterion of energy 
consumption [3]. 

                   
                                    (2) 

In equation (2), Static energy is the static rate of energy 
consumption and Dynamic energy is the dynamic rate of 
energy consumed by the service on the virtual machine which 
is obtained by the following equation: 

                                       (3) 

      
    

       
               (4) 

In equation (3),   is relative coefficient, time is the 
execution time of application and Speed is the processor speed. 
In equation (4),     is normal frequency and        is 

maximum frequency of the CPU [3]. 

3) Resource utilization 
Resource utilization depends on considering balance in 

using resources. The following equation used to calculate it; by 
simplifying the equation into CPU, memory and network we 
have: 

                 (                       )  (            

           )         (5) 
In equation (5),             ،           and 

           are efficiency rate of CPU, memory and network 
respectively [18]. 

4) Migration cost 
Migration cost of different tasks may be different 

significantly regarding various settings of virtual machine and 
feature of the task volume. Most of the load balancing methods 
is highly efficient but unfortunately load migration cost, is 
ignored during designing the method which resulted in 
overloading and recommended methods become useless for 
cloud environment. Therefore, this criterion considered in the 
present research. The following equation used for calculating 
migration cost [1, 14]. 

                                                  

                 (6) 
In equation (6), a, b, c, d are weights of the cost criteria 

which their sum should be equal to one.            is total 
network traffic of migration process,           is total 
energy consumed by migration process,         is the 
migration time and            is idle time emerged by 
migration process. 
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                           (9) 
Simply suppose that in offline migration,           is 

the very    which is equal to migrated memory in virtual 
machines in equation (4-7),   is the memory transfer rate. In 
equation (8),       ،      ،    are amount of extra energy 
consumed by the source, destination and network interfaces. In 
equation (9),      is the amount of energy needed for 
transferring one megabit to the resource node.  

5) Fault Tolerance 
In the present research it is tried to solve the load migration 

problem without violating fault tolerance required for services. 
Expressing this criterion, it is supposed that if amount of fault 
tolerance level of each service is    then the following equation 
guarantee fault tolerance of each service not to be violated. 

∑          [ ][ ]  ∑          [ ][ ]    
  
   

 
      

                     (10) 
Where   is base number of virtual machines used by i'th 

service. Moreover, in          [ ][ ]   which denotes the 
number of virtual machines put on j'th host by i'th service [16]. 

6) Efficiency 
This criterion calculated by both hops time and waiting 

time parameters. Hop time is the time spent for transferring 
load from overloaded virtual machines to the ones without 
overloaded. Waiting time is the time in that virtual machines is 
preparing to receive services 12]. 

7) Implementation 
The above mentioned criteria is combined linearly and 

considered as fitness function. Weight of each criterion 
determined regarding the importance of each one has. In 
addition, upper and lower limit of load can be considered for 
each virtual machine by which if the existing load in a virtual 
machine is more than the upper limit, the load must transfer to 
the machines with loads less than the lower limit. Efficiency 
rate of CPU in all virtual machines calculated by equation as 
follows (4-11) [4]. 

          
                  

                     
          (11) 

       ∑                                                     
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        ∑                                         

(13) 

    ∑              (14) 
Equation (12) and equation (13) expresses total bandwidth 

and total memory assigned to virtual machines on each host 
respectively. Equation (14) delineated the efficiency rate of all 
virtual machines. The virtual machine which its CPU 
efficiency is more than the upper limit of load means 

excessively loaded and needs migration of load to another 
virtual machine with lower load limit. Following equations is 
used to calculate upper limit of the load [18]. 

         (
      

∑                
)  (

       

∑                 
)   (15) 

         (((        )     )  ((        )     ))        

(16) 
In equation (15), the     variation is the sum of 

considered criteria. In equation (16),       is the upper limit of 

the load. Spare rate of CPU with    as upper probability and 
   as lower probability maintained for each host. Moreover,    
is lower limit for spare capacity of the CPU. Spare capacity of 
CPU means that number of running services in CPU is lower 
than its capacity. The virtual machine that its CPU efficiency is 
less than the lower limit of the load becomes under-loaded and 
the overloaded machines are appropriate for migration of load 
to it. If CPU efficiency is less than 30%, the lower limit of load 
is always 0.3 [18]. 

                                                  (17) 

                                    ((       )  

   )       (18) 

Where       is the lower limit of the load [18]. 

Fitness function calculated through equation (18) in which 
there is                       where 
                  are the weights of fitness calculation 

criteria, each one considered 
 

 
 by default. However, as 

mentioned previously, weight of each criterion can be 
determined regarding the importance of each one. 

a)          
                                      
                                        
                                . 

IV. EVALUATION OF PROPOSED ALGORITHM AND SEVERAL 

STUDIED ALGORITHM IN THE RELATED WORKS CHAPTER 

Our intended strategy consist of six criteria “load volume, 
energy consumption, resource utilization, migration cost, fault 
tolerance and efficiency” to calculate fitness and obtained by 
equation (18). Proposed strategy will be compared with several 
algorithms of related works and equation (18) will be evaluated 
for them which show in the form of a chart. Fitness function of 
the recommended strategy considered for all these algorithms: 
OLB + LBMM, Min-Min, Max-Min, Ant Colony and Artificial 
Bee Colony and the comparison is demonstrated a table. As 
shown in the table, just the recommended strategy is based on 
SA algorithm which is including all criteria and can present an 
appropriate strategy for making load migration process 
purposeful in cloud environment. The following chart is the 
comparison between the recommended strategy and other 
algorithms. 
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Fig. 1. comparing the recommended strategy with other algorithms based on 

the number of important criteria for making migration process purposeful in 
form of bar chart 

1) Operation of  recommended strategy (pseudo code) 
At first, the services is assigned to the virtual machines in 

different hosts randomly and then the upper and lower limit of 
the load calculated in each virtual machine on each host and if 
there is at least one overloaded virtual machine, the load 
migration strategy activated and the load migration is done. In 
addition to finding a load-less combination, the algorithm 
calculates the above-mentioned determined criteria using 
fitness function produces fitness of each solutions of the 
population. Our purpose is to return a combination without 
overload and a better fitness. Then, the n number of better 
solutions (with higher fitness) is kept and the new population is 
produced by means of Crossover. After that, the amount of 
fitness of each solution in the new population is calculated and 
again the n number of better solution is kept; this process 
continued until the end condition of the algorithm occurred. 
Pseudo code for the recommended strategy is as follows: 

Load Migration Algorithm   

 

1: Calculate upper and lower bound load per every virtual 

machine for every host. 

2: if there is at least one virtual machine with over load then 

3:  Initialize initial population by generating a random 

migration load from any virtual machine with over 

load to any virtual machine with minimum load. 

4:  repeat 

5:               by Crossover generate new population by 

migration load from any virtual machine with 

over load to any virtual machine with minimum 

load  

6:         Mutate new population 

7:               calculate fitness function for every member of new 

population 

8:               until termination conditions meet. 

9: end if 

 

a) Temperature and fitness function in the 

recommended strategy based on SA algorithm 

As previously explained in SA algorithm, temperature is 
also one of the main parameters of this algorithm. Therefore, in 
this section, testing temperature in different values and 
calculating fitness function based on the related temperature 

shows that the more temperature decreased the more 
appropriate fitness value is obtained. Thus, the major task now 
is to determine the temperature situation. This main part is 
temperature reduction schedule which start at (1000˚C), and 
finish at (0-1˚C) and it is a linear function (Tk+1 = Tk* a) [19, 
20]. According to the calculation of temperature reduction rate, 
temperature variations chart and its effect on optimization is 
based on the points selected from the above table shown in the 
following figure. 

 
Fig. 2. Fitness and temperature reduction variations based on the linear 

function 

2) Implementation and the strategy analysis 
The algorithm simulated in MATLAB software by 5 hosts, 

3 virtual machines and 60 services. A population consist of 10 
solution is considered in the simulation. The recommended 
strategy algorithm starts up by random assignment of services 
to virtual machines in different hosts. Now, two modes may 
occur in this state for the algorithm: 

1
st
 mode: There is not any overloaded machine in the hosts 

after random assignment as shown in figure 3 in which each 
square denotes a host and it is clear, there are 5 hosts including 
3 virtual machines, each one has different services. 

 

Fig. 3. primary random assignment without overload 

In this mode, although there is not any overload, an 
appropriate load balancing algorithm guarantees,using of that 
equal amount of all existing resources at any moment. 
Therefore, since the primary random assignment without 
overload may not use all virtual machines for services 
assignment, the algorithm run in this mode and returned a 
population with appropriate order including 10 solution shown 
in figure 4 in which number of chromosomes is more than one 
row that is, there is a population includes 10 chromosomes 
each one has to return a fitness value. Therefore, there are 10 
solutions and each solution is related to fitness of each 
population. Among these 10 answers, one with optimal fitness 
function can be selected as order of assigning the services to 
the virtual machines. In fact, selection process of optimal 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 7, 2016 

317 | P a g e  

www.ijacsa.thesai.org 

fitness is that the first and the least values of fitness selected as 
the optimal solutions. 

 

Fig. 4. population without overload with better order 

2
nd

 mode: it is assessment of the pattern for overloaded 
virtual machines. That is, one or more of the virtual machines 
in the hosts include overload after running of the algorithm and 
production of primary chromosome. 

 

Fig. 5. primary random assignment including overload 

The above figure shows that the algorithm performs until 
finding a situation without overload in this mode. Thesprocess 
is continued until finding a chromosome in which there is not 
any overloaded virtual machine. After finding a mode without 
overload for all virtual machines the algorithm ended and the 
output, is containing primary chromosome without overload 
obtained from the algorithm. The number of algorithm 
repetitions to find such chromosome and the output is shown in 
figure 6. 

 

Fig. 6. population without overload with better order 

The algorithm returns the first chromosome without 
overload as the solution. This solution may not have an 
appropriate fitness function therefore the process continues 
again and returns other chromosome without overload along 
with their fitness function (figure 7). The same as previous, a 
chromosome with optimal fitness function can be selected as 
the order of assigning services to the virtual machines. 

 

Fig. 7. population without overload with better fitness funtion and order 

Moreover, the maximum number of genetic algorithm to be 
run is set to 1000 repetitions in order to prevent endless 
running. Generally, for determining whether virtual machines 
is overloaded or not, first CPU efficiency is calculated for each 
machine and the upper and lower limits of load is calculated 
for each host beside. The lower limit of load is calculated by 
the equation mentioned in previous parts if the CPU efficiency 
is more than 30% (the lower limit of load determined as 0.3 for 
each host in this research). Now, we have efficiency and the 
lower and upper limits of virtual machine. Therefore, the 
virtual machine with CPU efficiency more than upper limit of 
load is overloaded and needs migration of load to the other 
virtual machine with lower limit of load while the virtual 
machine with CPU efficiency less than lower limit of load is 
under-loaded and appropriate for migration of load from 
overloaded virtual machines. 

V. CONCLUSION 

In this paper, it is tried to study the differences resulted 
from applying different criteria in load balancing process in 
cloud environment. As mentioned before, load balancing 
process in cloud environment is very important which has high 
effective in applying cloud services. In the present research, a 
strategy is introduced in order to optimize migration process in 
load balancing. Considering studies done in this research, a 
criterion as the purpose of migration in load balancing process 
can be in contrary to other purposes, and the optimal solution 
for dealing with current situation may be lost and such 
algorithm neither used in all cloud conditions nor lead to the 
best results. Considering this result, using an algorithm capable 
of considering several load-balancing criteria in load migration 
process and optimize them simultaneously may overcome such 
defect to somehow. Thus, after studying load-balancing 
challenge, the present research uses simulated annealing 
method, which is an algorithm for optimization issues and 
inspired from nature, for utilizing the criteria simultaneously. 

After evaluating of the recommended method, the method 
could prove its efficiency. In addition, the recommended 
method is highly flexible and developed in a way that several 
load-balancing criteria used easily in this method, the number 
of criteria can be increase or decrease. The most important 
innovation of this research is consideration of several criteria at 
the same time as the purpose of migration and using simulated 
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annealing for this reason. This makes the using of 
recommended algorithm possible in cloud environments with 
different conditions. The obtained results shows, the 
importance of using load-balancing process in cloud 
environment. According to previous studies, an introduced 
algorithm for load balancing does not have always the best 
result and it is depending on various factors but making 
migration purposeful can improve load-balancing process 
significantly. It is recommend to use dynamic programming 
algorithms in the future works to improve migration process in 
load balancing algorithms. 
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