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Abstract—1When designing a chip multiprocessors, we use 

Splash2 to estimate its performance. This benchmark contains 

eleven applications. The performance when running them is 

similar, except Raytrace. We analyse it to clarity why the 

performance is not good. We discover, in theory, Raytrace never 

reuses data. This leads the fact that the performance is not good 

due to the low hit ratio in data cache. 
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I. INTRODUCTION 

When designing Chip Multi-Processors (CMP), we always 
use one or many benchmarks to evaluate our products. One of 
the most used benchmark is Splash2 [1]. It contains many 
applications such as: FFT (Fast Fourier Transform) [2], 
Cholesky factorization [3], Barnes (N-Body problem) [4], etc. 
They are the most popular classical problems in parallel 
computing, the main applied field of CMP. Each of these 
problems requires its unique kind of data and the way to solve 
it. The complexity problems in real life, in general, are the 
combination of some basic problems, which are included in 
Splash2. If a CMP solves the basic problem well, it will solve 
the real problem well too. 

Many CMPs are regularly used to process computer 
graphics. For this, Splash2 provides three relevant applications 
namely Radiosity, Raytrace, and Volrend. In many 
experiments, however, the performance when running Raytrace 
is not good while the others are better. This inspires us to study 
and analyze Raytrace application and explain why the CMP do 
not solve it well. 

Our paper is organized as follows. It begins with the 
introduction of CMP benchmark and questions why the perfor-
mance of CMP when running Raytrace is not good. Section II 
presents clearly about Raytrace applications. This section 
begins with the rendering problem in computer graphics and 
analyzes the ray tracing method after that. Section III shows us 
how to use parallel computing to do ray tracing method. The 
experiments are presented in section IV. We run Raytrace in 
many CMPs to evaluate the performance, and then, we show its 
performance in comparison with other applications. The final 
section is the conclusion. It is presented in section V. 
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II. RENDERING IN COMPUTER GRAPHICS 

We are living in a 3-Dimension (3D) space, but our eyes 
only observe 2-Dimension (2D) of the world. How we impress 
the real world by observation? That is based on our hobbies; 
we can change the view points to get more information about 
the locations of many objects. So that, we can image exactly 
where an object is. But we can not change our viewpoint when 
using a monitor such as a computer monitor. From a 2D image 
in the monitor, how can we identify the location of any object? 
That is up to the way we present the image in the monitor. How 
we present a 2D image, which helps us to impress the location 
of each object, is called rendering. 

A. What is rendering? 

Rendering is the way to present a 2D image, which helps us 
to image about its 3D sense or the location of each object. An 
object in 3D space is identified by three information: height, 
width, and depth. 2D image presents the height and the width, 
and the rendering problem presents the depth of the object. 
There are two main types of rendering: local illumination and 
global illumination. Both of them use the intensity, which is 
from the light, to present the deep of each object. But they use 
the lights in different ways. The local illumination is very 
simple. We only use the light coming directly from a light 
source for the image. That means we do not use others kind of 
light such as light reflected from a mirror to present the object. 
Its advantage is simple in both idea and coding, but it is not 
really a good method. Global illumination is more complexity 
and efficient than local illumination. We consider all of the 
lights while presenting an object: directed light, reflected light 
and shadow light. From these lights, we can create many 
effects such as reflection, shadows. This approach is the main 
method for this problem in modern graphics. 

B. Raytrace method 

Global illumination contains many methods such as ray 

casting, ray tracing, etc. They use many kinds of light to 

present an object. Ray tracing is popularly used in both 

industry and personal applications. Its idea is simple: tracing a 

path from a point of view through each pixel in a virtual screen, 

then calculating the light intensity and the color of the object 

which is visible through it[5]. First, we need to define the main 

problem: we have a set of light sources and a set of objects, and 

their location in 3D space. We want 
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to compute the intensity and colors of each pixel, which is used 
to present the 3D space including the mentioned light sources 
and objects, on the screen. Figure 1 shows us an illustration for 
ray tracing 

 
Fig. 1. Identifying  the  value  for  every  pixel  using  ray  tracing. (Source: 

ICE RWTH Aachen University) 

We want to compute the value at the pixel in the 
intersection point between the line, that connects our eye and 
the object, and the screen. Besides, the connecting line contains 
not only the directed light but also the reflected light from the 
other surfaces. This leads us that we can observe both the scene 
in the viewport and the scene which is reflected by the objects 
in the viewport. Imaging, from our eye, a ray is released. It 
meets a surface and is reflected. In the real world, almost  every 
object  do  not  have  a  pure  smooth  surface,  so the reflected 
rays are spread or diffuse like the illustration in figure 2. 

 
Fig. 2. When a ray meets a non-pure smooth surface, we receive the spread or 

diffuse reflection. (Source:MIT Open-CourseWare) 

The corollary of spreading or diffusing reflection is that the 
reflected rays will meet many objects, and that process will 
repeat. But there is an important note: the power of a light ray 
is reduced after each reflecting point. In other words, we can 
say there are many rays from many objects have the 
contribution to the value of a pixel, the less reflecting time, the 
more contribution. When considering the ray from our point of 
view to a pixel on the monitor, we need to compute a group of 
rays reflecting between many objects. If we choose a sequence 
of objects and identify the reflecting ray between them, we will 
receive a ray path. The destination of a ray path is often the 
light source. An object can also be a destination when a ray 
reflects many times and ends up at that object. Fig.3 shows us a 
ray path as an example. From the view point to the bulb-light 
source, the path connects three other objects. Figure 4 shows us 
a ray-tree [6] or a group of ray paths when extending the 
contribution to one pixel. 

 
Fig. 3. One ray path in Ray tracing process 

 
Fig. 4. The ray-tree when extending all of the contribution to one pixel from 

all objects 

The color and intensity of one pixel are decided by one 
specific point of one specific object, and the value of that 
specific point is decided by many other points from many other 
objects. This loop is stopped when the number of reflections is 
large enough or, in other words, the contribution of a point or 
an object to the value of the pixel is small enough. We can use 
a hierarchical tree to illustrate this. 

III. USING PARALLEL COMPUTING TO SOLVE THE 

RENDERING PROBLEM BY RAY TRACING METHOD 

We presented the Ray tracing method in section II. 
Raytrace is the parallel version of that method. Our expected 
output is the color and intensity of all pixels on the screen. 
These value of one pixel are computed based on the pixel’s 
ray-tree. In parallel method, multiple processor cores can 
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compute the value of multiple pixels simultaneously [6]. 
Because of our purpose, we analyze the property of the input 
data for Raytrace applications. The data is a set of light sources 
and objects. While calculating the value of a pixel through its 
ray-tree, an object can contribute different values for the 
computing process at different time because of the reflection. 
So we can consider their contributions are from different 
objects. On the other hand, if one object exists in two ray-trees 
or two pixels, its contributing values are neither the same 
because the view angles from two different pixels to the same 
object are different. Thus, we reach a conclusion that all nodes 
serving ray tracing process are not reused. This means that each 
node from each ray-tree is used just one time during their life. 
So, in theory, we can not reuse any node or any data for our 
computation. 

IV. PERFORMANCE OF CMP WHEN RUNNING RAYTRACE 

APPLICATION 

This section presents two experiments focus on L1-Data 
cache. In the first experiment, we run a CMP using Raytrace 
and three other random selected applications as the workload. 
We will show the performance of CMP for each application in 
comparison with the others. In the second experiment, we show 
the performance of different CMP configurations when running 
Raytrace. This demonstrates that the negative properties of 
Raytrace are caused by theory, and they can not be solved by 
changing CMP. In this section, we use hit ratio in L1-Data 
cache as the measurement for estimating CMP’s performance. 
This information is an important parameter of a CMP. 

A. Experiment 1 

We use three random applications in Splash2 to compare 
with Raytrace. The results are shown in figure 5. As we can 
see, in 4 cores the hit Ratios at L1-Data cache of Raytrace are 
significantly lower in comparison with the others. Its hit ratios 
are high, over 70%, because of the technique of coding. Three 
others have more positive properties, so the data is reused 
efficiently, and the hit ratio is nearly 99%, obviously higher 
than Raytrace. 

 
Fig. 5. Hit Ratio in L1-Data cache of CMP when running four applications 

B. Experiment 2 

We run Raytrace in 4 CMPs to estimate the average per-
formance of reusing data. Our CMPs contain four processor 
cores. The sizes of L1-Data cache for the four CMPs are 4 KB, 
16 KB, 64 KB and 256 KB, respectively. The results are 
presented in figure 6. When the cache size is too large, total 1 
MB for L1-Data cache, the hit ratio is not high, just over 80%. 
With this result, we infer that the L1 data cache hit ratio or the 
performance of CMP can not be improved by increasing L1 
cache size. We need to change the method or approach instead 
of changing CMP. 

 
Fig. 6. Hit Ratio in L1-Data cache of 4 CMPs when running Raytrace 

V. CONCLUSION 

Our analysis proves that Ray tracing is a good method for 
the effects used in applications, but it is not well-fit for parallel 
computing hardware. Because the data is not reused, and each 
node is used just one time. This led the hit ratio in L1-Data 
cache is too low, and the performance is not good. We need a 
new parallel algorithm for this problem instead of increasing 
L1 cache size of the CMP. 
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