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Abstract—One of the most important Characteristics of the 
Arabic language is the exhaustive undertaking. Thus, analyzing 
Arabic sentences is difficult because of the length of sentences 
and the numerous structural complexities. This research aims at 
developing an Arabic parser and lexicon. A lexicon has been 
developed with the goal of analyzing and extracting the attributes 
of Arabic words. The parser was written by using a top–down 
algorithm parsing technique with recursive transition network. 
Then, the parser has been evaluated against real sentences and 
the outcomes were satisfactory. 
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I. INTRODUCTION 
Natural language processing (NLP), which is considered  a 

field of computer science, artificial intelligence, 
and computational linguistics, is dealing with the interactions 
between computers and  natural languages. Accordingly, NLP 
is related to the area of human–computer interaction. Many 
challenges in NLP involve natural language understanding, 
that is, enabling computers to derive meaning from human or 
natural language input. Other challenges involve natural 
language generation. The history of NLP generally started in 
the 1950s, although studies can be traced from periods earlier 
than that a decade. In 1950, Alan Turing published an article 
entitled “Intelligence, “which proposed what is now called 
the Turing test as a criterion of intelligence. Recent research 
has increasingly focused on unsupervised and semi-supervised 
learning algorithms. These algorithms are able to learn from 
data that have not been hand-annotated with the desired 
answers, or use a combination of annotated and non-annotated 
data. In general, this task is considerably more difficult 
than supervised learning and typically produces inaccurate 
results for a given amount of input data. However, an 
enormous amount of non-annotated data are available 
(including the entire World Wide Web content) often 
compensate the inferior results. Modern NLP algorithms are 
based on machine learning, particularly statistical machine 
learning. The machine learning paradigm is different from that 
of most prior attempts at language processing. Prior 
implementations of language-processing tasks typically 
involved the direct hand coding of large sets of rules. The 
machine-learning paradigm calls for using general learning 
algorithms, which are often grounded on statistical inference, 
to automatically learn such rules through the analysis of large 
corpora of typical real-world examples. A corpus (plural: 
corpora) is a set of documents (or individual sentences) that 
have been hand-annotated with the correct values to be 

learned. The goal of the NLP group is to design and develop 
software that will analyze, understand, and generate languages 
that humans can use to address a computer and addressing 
another person [1]. Information retrieval is one of the natural 
language processing applications that appears in these 
definitions. Information retrieval is a field which deals with 
the structure, analysis, organization, storage, searching, and 
retrieval of information [2]. Moreover, information retrieval is 
a selective process by which the desired information is 
extracted from a store of information called a database [3]. 

II. RELATED STUDIES 
Gilbert et al. [8] developed a bottom–up parsing strategy 

for summarizing an English text and integrated it with the 
Pruner and Redundancy Eliminator (PARE) system, replacing 
the old link grammar parser which was previously used. 
Constituency trees from our parser provide all parts-of-speech 
linkages as input to several other code modules in the PARE 
system. Our parser uses rules that are written in the Chomsky 
normal form, which is a specialization of a general context-
free grammar. Updating the PARE system leads to an increase 
in the efficiency of the text summarization process [8]. 

Shaalan et al. [10] developed an Arabic parser for modern 
scientific text. This parser is written in definite clause 
grammar and is targeted to be a component of a machine 
translation system. The development of the parser consisted of 
a two-step process. In the first step, we acquired the rules 
constituting the Arabic grammar that provided a precise 
account of what was considered a grammatical sentence. The 
grammar covered a text from the domain of the agricultural 
extension documents. The second step involved implementing 
the parser that assigns grammatical structure to the input 
sentence. An experiment on real extension document was 
performed, and the results observed were satisfactory. 

Khufuet al. [11] recommended a method for Arabic 
parsing based on supervised machine learning. They used the 
support vector machines algorithm to select the syntactic 
labels of the sentence. Furthermore, we evaluated their parser 
following the cross validation method by using the Penn 
Arabic Treebank. The obtained results were substantially 
encouraging. 

Al-Taani1 et al. [12] presented a top–down chart parser for 
parsing simple Arabic sentences, including nominal and verbal 
sentences within the specific Arabic grammar domain. We 
used context-free grammar (CFG) to represent the Arabic 
grammar. We first developed the Arabic grammar rules that 
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provided precise description of grammatical sentences. 
Thereafter, we implemented the parser that assigns 
grammatical structure to the input sentence. Experimental 
results showed the effectiveness of the proposed top–down 
chart parser for parsing modern standard Arabic sentences. 

PARSIG METHOD 
Parsing method involves revealing a structure in an input 

based on the external information about the elements of the 
input and their order. Generally speaking, external information 
comprises a lexicon, i.e., list of input words; and grammar to 
describe the structures that may be built from and 
implemented by the sequences of words [9]. Parsing has 
several definitions but most of them focus on the text 
structure. The common definitions of parsing are as follows. 
Parsing can be defined as the process of analyzing an input 
sequence in order to determine its grammatical structure 
regarding to a given formal grammar [5]. Parsing breaks a 
sentence down into its component parts of speech with an 
explanation of the form, function, and syntactical relationship 
of each part [6]. Parsing is also the process of converting text 
input into a data structure defining its syntactical structure and 
semantic meaning based upon a given formal grammar [8]. 
Parsing natural language is an attempt to discover a certain 
structure in a text (or textual representation) generated by a 
person [4]. A parser is a computational system that processes 
input sentences according to the productions of grammar, and 
builds one or more constituent structures that conformed 
grammatically. We consider grammar as a well-formed 
declarative specification, whereas a parser is a procedural 
interpretation of grammar. 

III. LEXICON 
Lexicography is the branch of applied linguistics 

concerned with the design and construction of lexica for 
practical use. Lexica can range from the paper lexica or 
encyclopedia designed for human use and shelf storage to the 
electronic lexica used in a variety of human language 
technology systems, such as word databases, word processors, 
and software for reading back (by speech synthesis in text-to-
speech systems) and dictation (by automatic speech 
recognition systems). At a considerably generic level, a 
lexicon may be a generic lexicographic knowledge base from 
which these different types of lexica can be derived 
automatically [71]. Meanwhile, lexicology is the branch of 
descriptive linguistics concerned with linguistic theory and 
methodology for describing lexical information, and often 
focuses specifically on issues of meaning. Traditionally, 
lexicology has been mainly concerned with lexical 
collocations and idiom, lexical semantics, as well as the 
structure of words,   meaning components and relationships 
between them. 

IV. TRANSITION NETWORK GRAMMARS 
Transition network grammar is considered as a formalism 

for representing grammars based on the concept of a transition 
network that comprises nodes and labeled arts. This formalism 
developed out from the transition network concept of a finite-
state automaton. It is equivalent to push-down automata 

because the arts, comprise the network of a transition network 
grammar and represent transcriptions of the rules of a context-
free grammar [7]. Sentences generated by the grammar are 
accepted by a transition network grammar through the process 
of traversing the network comprising of these arcs. 

Figure 1 shows the network called NP in which each art is 
labeled with a word category. Starting at a given node, one 
can traverse an art if the current word in the sentence is in the 
category on the art. If the art is followed, then the current 
word is updated to the next word. A phrase is a legal NP if a 
path from the node NP to a pop art accounts for every word in 
the phrase. 

 
Fig. 1. Transition Network 

V. SYSTEM EVALUATION 
The objective of our experiment was to test whether the 

parser is sufficient for application to real Arabic sentences. 
We selected an unrestricted Arabic sentence, which is from 
the Arabic students’ book. 

VI. RESULTS 
We discuss the experiment results whether the input 

sentence is parsable or not. Table (1) shows the results of the 
parser. These results are categorized into: parsable and 
unparsable sentences. 

The parsable sentence is divided into two subcategories as 
follows. 

1) Syntactically Correct: This subcategory led to a 
complete and successful parsing of the input sentence. 

2) Syntactically Incorrect: This subcategory led to a 
complete parsing of the input sentence but the result, as can be 
seen, is a syntactically incorrect structure. The source of this 
error does not match in terms of attributes (e.g., gender, 
number) between words of sentence. For example, the input 
sentence 

 یذھب الطالبة إلى المدرسة
is not parsed by our parser. The subject (الطالبة) takes the 

female feature gender. However, the prefix (ي) of the verb 
 of the sentence indicates that this feature value is for (یذھب)
male. The syntactically correct sentence would be as follows: 

 .تذھب الطالبة إلى المدرسة
The unparsable sentence can be divided into three 

subcategories: 

1) Lexical Problem: The parser does not find out the word 
in the lexicon. 

2) Incorrect Sentence: This subcategory has failed to 
parse because the input sentence is incorrect: 

 .یلعب یدرس الطالب النشیط  .

NP NP NP 
art Noun Pop 

adj 
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3) Failure: The sentence is not identified by linguists 
according to Arabic grammar rules. An example is the 
following input sentence: 

 .الطالب النشیط یدرس

TABLE I. RESULTS OF THE PARSER 

  
Number 
of 
Sentences 

Percentage 

Parsable 

Sentence 

Syntactically 

Correct 
77 87.1 % 

Syntactically 

Incorrect 
2 2.6 % 

Unparsable  

Sentence 

Lexical 

Problem 
4 4.8 % 

Incorrect 

Sentence 
2 2.4 % 

Failure 5 5.8 % 

Total  93 100 % 

The number of sentences used in the test was 93 and the 
length of each sentence was 6 words. The result shows that the 
number of successfully parsed sentences were 77 (87.1%) and 
2 sentences were syntactically incorrect (2.6%). The number 
of sentences that were not parsed (i.e., has lexical problem) 
were 4 (4.8%). The number of sentences that were not parsed 
(incorrect sentence) were 2 (approximately 2.4%). The 
number of sentences that were not parsed (i.e., not recognized 
by linguists according to Arabic grammar rules) were 5 
(approximately 5.8%). 

VII. ANALYSIS OF RESULTS 
1) Analysis of the Syntactically Incorrect Sentences 
Recall that the number of syntactically incorrect sentences 

were 2 sentences. The parser assigned the incorrect result to 
the input sentence. Hence, the parser completed the sentence 
parsing, but the result is incorrect. This result was due to an 
incomplete agreement between word attributes (e.g., gender, 
number). 

2) Analysis of the Unparsable Sentences 
Recalling that the number of unparsable sentences were 

11; the parser failed to identify any rule to the input sentence. 
These are classified into three categories as follows. 

a) Lexical Problem: The parser fails to recognize any 
rule to the input sentence and this is because certain parts of 
the sentences are unavailable in the lexicon. Thus, the parser 
does not obtain the attributes of these parts. 

b) Incorrect Sentence: The parser fails to produce a rule 
for the input sentence because of the incorrect syntactic form 
of the sentence. Hence, determining an equivalent role in the 
sentential form in the parser is impossible. 

c) Failure: The parser fails to produce a rule for the 

input sentence because the syntactic form of the sentence is 
excluded in the grammar. Thus, failure may result when the 
sentence structure is correct. 

VIII. CONCLUSION 
Our contribution in this paper is to design, build and 

Evaluate system for parsing Arabic sentences and Determine 
if these sentences syntactically correct or not. In addition, the 
proposed system builds a lexicon for Arabic sentences. 

The Arabic language lacks parsing systems for analyzing 
Arabic sentences. Parsing systems are crucial in natural 
language processing because they are used as a first step in 
most natural language processing applications. Moreover, this 
system can be extensively used for educational purposes. 

In the natural Arabic language processing, predefined 
forms, exist for analyzing sentences, make parsing 
problematic. The Arabic sentence is complex and syntactically 
ambiguous because of the frequent usage of grammatical 
relationships, conjunctions, and other constructs. 

The methodology we adopted in this study based on 
analyzing the Arabic language grammar conforming to gender 
and number, formalization of rules using CFG, representation  
of the rules using transition networks, constructing   a lexicon 
of words that will be in the sentences structure, implementing   
the recursive transition network parser, and evaluating   the 
system using real Arabic sentences. Finally, the current 
analysis was effective and provided good results 
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