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Abstract—The advancement of visual sensing has introduced 

better capturing of the discrete information from a complex, 

crowded scene for assisting in the analysis. However, after 

reviewing existing system, we find that majority of the work 

carried out till date is associated with significant problems in 

modeling event detection as well as reviewing abnormality of the 

given scene. Therefore, the proposed system introduces a model 

that is capable of identifying the degree of abnormality for an 

event captured on the crowded scene using unsupervised training 

methodology. The proposed system contributes to developing a 

novel region-wise repository to extract the contextual 

information about the discrete-event for a given scene. The study 

outcome shows highly improved the balance between the 

computational time and overall accuracy as compared to the 

majority of the standard research work emphasizing on event 

detection. 
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I. INTRODUCTION 

With the evolution of visual sensors, the security and 
monitoring based application has been consistently witnessing 
revolution [1]. Such advanced forms of image capturing 
devices offers enhanced capability to obtain various scenic 
information but is also shrouded by various loopholes. The first 
problem lies in identifying the moving objects on the given 
scene. At present, there are various research work that has 
contributed towards object detection, tracking, and counting [2] 
but none of these actually existing in commercial application of 
global market at this time.  We find that there is a bigger gap 
between the research papers and application existing in real-
time scenario [3]. The existing research work claims of using 
sophisticated theory and technologies to perform extra-
ordination tracking and identification of an object but in real-
time environment there are various applications which have 
never seen such implementations ever. Some of the 
impediments towards object detection widely studied are 
uncertain and dynamic mobility pattern, occlusion pattern, 
illumination issues, etc. [3]. Existing research work has also 
reported the usage of single and multi-camera in order to 
perform tracking and identification of an object. However, this 
is not at all an easier task to perform recognition of an object 
with higher accuracy. Hence, adoption of machine learning 
mechanism has become inevitable in this regards [4]. The 
contribution of machine learning approach is to offer more 
decision making for better identification, classification, and 
clustering operation in object detection [5]. However, there is 
also another field of advancement in object detection i.e. event 
detection which is a superset of object detection [6].  Majority 

of the implementation of object detection focuses more on 
foreground while event detection mechanism requires equal 
emphasis on both foreground and background to understand 
[7]. Still, the process of event detection is quite a challenging 
task because of following research question viz. 1) how to 
model an event discretely. We have observed that various 
researchers have modeled the event considering the supervised 
learning algorithm with higher emphasis on accuracy in 
identification process [8]. However, we find that accuracy is 
not found to be much better keeping it in balance with the 
computational demands. This process of event detection 
becomes further more challenging if the criticality of the event 
has to be determined. From application viewpoint, it is 
essential for the application to take decision based on the 
context of the scene, which is another challenging task [9]. It is 
because there are multiple forms of uncertainty associated in 
extracting contextual information from the event detection. 
Hence, the flow of the application design should be to 
prioritize on object detection followed by identification of 
possible event-based information and then to work on 
extracting amount of abnormality to confirm the context of the 
scene [10]. Hence, abnormality over the event-based 
information is one of the most important decision-making 
factors towards confirming false or true positive of the object 
detection. 

Therefore, the proposed system discusses a novel modeling 
of a system that is capable of precisely identifying the 
abnormality of an event from a regular crowded scene. The 
significant novelty of the proposed system is to model an 
unsupervised learning technique and usage of a repository 
system that offers a superior mapping policy of the extracted 
regions for better identification performance. 

The next Section II presents a discussion on related works 
followed by brief outlining of associated problems in it in 
Section III. Research methodology adopted to solve the 
problem is discussed in Section IV followed by an illustration 
of Algorithm implementation in Section V. Results obtained 
and discussion of the graphical outcome is carried out in 
Section VI and finally the conclusive remarks is given in 
Section VII. 

II. RELATED TECHNIQUES 

This section discusses the existing approaches that deal 
with the investigation of the mobility behavior of an object on 
various scenarios. Existing techniques have witnessed usage of 
conventional object detection schemes that are quite high in 
number followed by research towards event detection method 
and abnormal event detection mechanism. 
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The work carried out by Cao et al. [11] has used total 
variation method where a spatial continuity based approach is 
used for marking foreground. The outcome has exhibited a 
promising accuracy performance. Guan et al. [12] have used a 
dictionary-based mechanism (i.e., a bag of words) to perform 
detection of the objects in the road using semantics. However, 
the technique consumes maximum time for processing the 
outcome. Hu et al. [13] have used saliency features and low 
ranking representation to perform identification of moving 
object. Although the technique is highly comprehensive for 
moving object detection, it offers complexity. Kelantan et al. 
[14] have emphasized on identifying moving objects in 
multiple numbers using adjacency graphs. The system has used 
multi-graph matching policy as well as used labeling of the 
regions to perform detection of objects. Kang and Zhu [15] 
have adopted compressive sensing mechanism where circulate 
sampling mechanism is used for obtaining samples followed by 
a typical reconstruction method of the foreground. Usage of 
search optimization method is a witness in work carried out by 
Lee et al. [16]. The authors have constructed saliency map 
using a genetic algorithm to track the movement of an object. 
Tested on three different datasets, the outcome showed more 
than 94% of accuracy. Luo and Lai [17] have used localization 
factor as well as mapping attribute to perform identification of 
a moving object. The study contributes to the identification of 
an object from different image feed extracted from multiple 
sensors. Panda and Meher [18] have presented a technique for 
background subtraction using color difference histogram to 
control false errors. The authors have also used a fuzzy c-
means algorithm to minimize the dimensionality problems 
associated with histogram computation. Park et al. [19] have 
presented a k-nearest clustering mechanism on stereo images 
for identification of moving object.  Adoption of a temporal 
factor is reported in the research carried out by Wang et al. [20] 
where the detection model is completely free from any 
dependencies on background modeling.  The technique uses 
entropy and uses saliency map to perform identification of an 
object.  Wu et al. [21] have used subtraction mechanism for 
background using singular value decomposition followed by 
adaptive thresholding. The technique uses fast in painting for 
reconstructing an image. Yeh et al. [22] have used hysteresis 
threshold technique to perform identification of mobile objects. 
Incorporation of the pyramidal feature is seen in the work 
carried out by Yuan et al. [23]. The presented paper has used 
the magnitude of difference and structural description of 
specific context. The work entirely emphasizes on the feature 
section process to find lesser processing time involved. Usage 
of Bayesian approach for a similar reason was seen in the work 
of Zhang et al. [24]. 

Literature has a good amount of work towards object 
detection system; however, there are also certain closer 
attempts towards event detection system. A study in such 
direction was carried out by Cosar et al. [25] where both 
problems of analysis of behavior as well as abnormal detection 
of behavior are jointly addressed using trajectory and pixel-
based information. The technique also implements clustering 
mechanism on the analyzed grid to perform detection. Wang 
and Ji [26] have presented a machine learning approach along 
with semantics to perform event recognition. A priming 
contextual framework is designed for this purpose. Wen et al. 

[27] have implemented the standard Gaussian model to obtain 
better tracking points for better response timing of event 
detection. A simple optimization process towards object 
detection is presented for better optical flow.  Xian et al. [28] 
have used Fisher Vector to perform extraction of features (low-
level) to perform event detection using the random forest. A 
standard test-bed is utilized to perform the assessment. There is 
very less number of studies that have focused on event 
detection in recent times. 

Still, some of the researchers have tried their best to 
consider the further challenging problem of abnormality 
involved in event detection. Bae et al. [29] have presented a 
technique of identifying abnormal mobility of an object using 
partial trajectory-based information from the cluttered scene. 
However, the accuracy is not found to have better 
improvement irrespective of a better approach. Similar 
problems have been addressed by Chen et al. [30] using a non-
conventional acceleration based framework. However, the 
technique cannot support the dynamic response of detection 
required for real-time performance. Fu et al. [31] have used 
feature learning system to identify the trajectories of an object. 
The presented technique is used for minimizing the space of 
search as well as a collaborative algorithm is presented to 
enhance the accuracy performance of abnormality detection 
process.  Wang and Snoussi [32] have presented a unique 
classification technique using a conventional supervised 
learning algorithm to perform identification of the abnormal 
event. Tao et al. [33] have used semantics to perform 
identification of an abnormal event for a given scene using 
slow feature analysis. Zhang et al. [34] have considered 
compression and detection problem together on multimedia 
contents. Levy et al. [35] have developed a dataset that is 
meant for experimenting various identification of abnormal 
events in real-time. The work carried out by Yu et al. [36] has 
used sparsity-based approach along with gradient feature to 
offer better reconstruction method. The next section discusses 
problems being identified from existing literature. 

III. PROBLEM IDENTIFICATION 

The identified problems after reviewing the existing system 
on object and event detection are as follows: 

 Lesser Improvement in Abnormal Movement Modeling: 
Majority of the existing study has no direct 
representation or standard definition of the abnormal 
event in object detection. The abnormality is a 
contextual term associated with the occurrence of the 
less probable appearance of object behavior for a given 
scene. Existing implementation ignores modernizing 
the techniques in the object detection scheme and 
directly works on event detection and hence the 
granularity in detection performance misses out. 

 More Focus on Accuracy and Less on Complexity: 
Existing schemes mainly deals with implementing 
either iterative or complex technique of optimization 
resulting in higher accuracy at the cost of complexity. 
The biggest complexity associated in this regard is to 
extract the information about the exact location which 
has error-free information about the abnormal events. 
This result is good accuracy performance and lower 
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complexity mitigation performance at the same time. 
This also results in a lower response time of the 
detection, which makes it less suitable for online 
schemes. 

 Less Utilization of Spatio-Temporal Factor: Usage of 
time and space-related factors are very useful to 
understand the optical flow of an object. However, the 
mathematical modeling has the lesser inclusion of 
these factors jointly those results in ignorance towards 
the timely response of the identification modeling. This 
operation of emphasizing any one of the factors results 
in better accuracy but lowers down response time. 

 Dominancy of Supervised Algorithm: Usage of 
supervised algorithms offers good convergence 
performance and better flexibility of achieving research 
goals; however, they also offer uncertainty to be 
applied in a real-time environment. On the other hand, 
adoption of unsupervised learning algorithms is quite 
challenging to build but once built than they can also 
be used for online or real-time environmental usage. 
However, it is a computationally challenging task to 
develop an unsupervised learning algorithm for 
dynamic object detection and event modeling. 

It is essential to understand that modeling of abnormal 
event behavior is a combined study of behavioral analysis 
along with event modeling. The significant research problem is 
to jointly model abnormality event detection along with 
behavioral analysis. Because there has been enough work 
already carried out in behavioral analysis on the crowded 
scene, the focus will be narrowed down to abnormality event 
detection. Therefore, the research problem can be stated as “To 
design a framework for facilitating unsupervised modeling of 
abnormal event detection on a crowded scene.” 

IV. PROPOSED METHODOLOGY 

There are multiple impediments towards identifying an 
object in a precise manner. Our prior implementation has 
offered various techniques to deal with identification, 
recognition, tracking related issues for various dynamic 
scenarios of an object [37]-[40]. This part of the proposed 
system contributes to deal with abnormal event detection with 
the dynamic mobility of an object within it.  The architecture of 
the proposed system is highlighted in Fig. 1. 
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Fig. 1. Architecture of proposed abnormal event detection. 

The proposed system takes the input as a given scene from 
where the abnormal event has to be identified. It, therefore, 
emphasized on the region around the object. A region of the 

proposed system is defined as all the possible section within 
the frame which has been captured with the abnormal event. 
The proposed system extracts the spatial and temporal 
attributes which are further subjected to two explicit algorithms 
for region extraction and training respectively. An empirical-
based approach is utilized for developing such regions. The 
proposed implements a unique technique for classifying 
different forms of image-related attributes by considering them 
as string attributes called as a repository. It will mean that each 
specific attributes obtained dynamically obtained from the 
given scene are converted to strings that makes the process of 
classification much well structured. This process also assists in 
constructing region-wise repository that finally assists in 
extracting event attributes. However, the process of detection is 
finally subjected to unsupervised training process using radial 
basis function to further confirm the correctness of abnormal 
event identification. The complete training algorithm is 
constructed using probability theory where a statistical 
significance is used to determine if the identified event is 
significant or not.  The applicability of the proposed system 
suits well in the crowded scene where certain behavior or 
pattern of object mobility is highly restricted. It could also be 
used for security monitoring in hospitals, dock yards, airport, 
mining fields to perform precise identification of any life-
threatening events. The complete implementation is carried out 
considering an analytical research methodology where the 
focus is laid to the region extraction and training. The next 
section outlines the algorithm implemented to perform 
abnormal event detection. 

V. ALGORITHM IMPLEMENTATION 

This section outlines the algorithm implemented for the 
purpose of identifying the abnormality event in the given scene 
of object detection.  The proposed study considers a definitive 
region under which the complete evaluation is carried out by 
the given frame. The first algorithm is mainly responsible for 
extracting the region by considering the input to be size (size of 
region), Ir,c(rsize of frame), R (region), Ω (repository) is 
database, Itrn (trained image), N (Number of Sequence), λ (size 
of one region) that after processing leads to the outcome of Ω 
(repository of the region). These parameters are helpful to 
capture the particular image frame from the video frame. Using 
this particular region is observed for abnormal behavior 
detection. The steps of the algorithm are as follows: 

Algorithm for Region Extraction 

Input: rsize, Ir,c, R, Ω, Itrn, N, λ 
Output:  Ω 
Start 
1. init rsize 
2. get Ir,c 
3. Rf(I) 
4. Ω={Ωr Ωc Itrn} 
5. For i=1: N 
6.     construct I 
7.     ϑ(n, λ)R 
8. End 
9. For j=1:size(ϑ) 
10.      If ∑e===0 
11.        continue; 
12.     End 
13. ϑe/norm(e) 
14. End 
15. ϑ  Ω 
End 
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The above-mentioned algorithm takes the input of the 
sequence of images and proceeds to the construction of 
repository as well as region development. All the frames are 
read, and system initializes the image to be used for training Itrn 

(Line-1, Line-2).  The size of the frames is obtained and is 
extracted for some rows, column, and the index number of the 
cells. The algorithm than classifying the given frame using a 
function f concerning equal region splits in orders to obtain 
core region R (Line-3). The next part of the algorithm is to 
develop a repository Ω considering sub-repository Ωr and Ωc, 
where Ωr and Ωc represent product of regions and size of 
region respectively (Line-4). The algorithm constructs region-
wise repository ϑ by Ωr and Ωc. For all the number of frames N 
(Line-5), the proposed algorithm constructs region R by 
individual regions and size of one block λ. (Line-6). All the 
mean outcomes of the region-based repositories were obtained, 
i.e., σ=mean(ϑ). For all the size of region-based repository ϑ 
(Line-9), an event attribute e is extracted from all the columnar 
elements of region-based repository ϑ. In case there is no 
significant event (Line-10), the system continues to check for 
other regions (Line-11). The next event attribute e is obtained 
as e e- σ(ϑ) followed by normalization of event attribute  
(Line-13). The updated information of the event attribute is 
stored back in a matrix that deposits ϑ. The next part of the 
system is to apply the novel learning process to perform better 
object detection. 

Algorithm for Training 

Input: Ωsize  
Output: Rep 
Start 
1. For i=1: Ωsize 
2.      H Ω(i) 
3. Create ψ(H) 
4. For j=1: Hsize 
5.     ψ(j)=H(j) 
6. End 
7. Apply g(ψ) to obtain [α, β] 
8. Rep( ψ, α, β) 
9. End 
End 

The outcome obtained from the prior algorithm of region 
extraction is used for as an input for the training process. For 
this purpose, a loop is constructed considering all the sizes of 
the repository Ω (Line-1). A temporary variable H is 
constructed for obtaining all the size-related information from 
each repository Ω (Line-2). A structure ψ is created that holds 
the information of sizes of matrix H (Line-3) and all the 
individual information retained in the matrix is transformed in 
a new matrix ψ (Line-5). The next part of the algorithm applies 
an unsupervised learning algorithm in the form of a function 
g(ψ) to obtain updated trained repositories of features, i.e., α, β 
(Line-7). The final construction of repository is carried out 
considering ψ along with α, β (Line-8). The construction of the 
function g is designed considering radial basis function as the 
kernel attribute. The next step is to perform detection of the 
abnormal event using test-frame sequence and followed by 
almost similar steps of selection of regions and training. 
However, the technique loads the repository outcomes and 
computes the probability of minimum distance between two 
data points and compared with the ground truth images.  It 
applies the process of matrix decomposition to obtain the 

concatenated centroid position of the test mage followed by 
dilation operation on the ground truth image. Certain threshold 
is fixed to identify the possibilities of abnormalities on the 
given scene as the cumulative outcome of the proposed 
algorithm. 

TABLE. I. LIST OF NOTATION 

rsize Size of the region  

Ir,c Size of the frame  

R Region 

Ω / Ωsize Repository, size of repository 

Itrn Trained image 

N Number of sequences  

A Size of one region 

Rep Trained data 

e Event attribute 

VI. RESULT ANALYSIS 

The proposed system is assessed considering the UCSD 
pedestrian dataset [41]. In this, MATLAB is used for image 
isolation from the video. The data set consists of more than 
1000 image sequences with both test and trained images. The 
time frame for scene change is indicated for 15 sec/frame. Each 
frame shows a lane where people are found to walking in 
opposite direction, and their behavior of crowd cannot be 
predicted to a particular pattern.  At the same time, we consider 
an event to be taken place when any object, e.g., cart, bicycle, 
4-wheeler, etc. is found to be moving within the visual scope of 
the lane. 

The implementation of the proposed study is carried in 
Matlab and using the similar data; the study outcome is 
compared with similar existing techniques dealing with event 
detection concerning accuracy and computation time. The 
existing studies compared with are the work carried out by 
Saligrama et al. [42] - LSA, Roshtkhari et al. [43] - ODABD, 
Mahadevan et al. [44] - AD, Bertini et al. [45] - NPA, and 
Reddy et al. [46] - CBA. 

 
Fig. 2. Visual capturing of abnormal events. 
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Fig. 3. Comparative analysis of accuracy. 

 
Fig. 4. Comparative analysis of computation time. 

The study outcome shows that proposed system excels 
better event of abnormality detection performance as compared 
to all the existing system. The prime reason for enhanced 
accuracy of the proposed system is the granularity in the 
approach for event detection using the concept of matrix 
factorization. Another essential contribution is the novel 
learning algorithm that exploits the histogram attributes for 
extracting the information of any unusual object appearance for 
a given scene and can easily justify and segregate the usual to 
unusual appearance of the object. This will also mean that 
proposed system uses smaller time frame for computing the 
sophisticated behavior of the given crowded scene also. The 
final reason for this outcome is discrete modeling of time, and 
spatial attributes for better context-based information can be 
extracted for incorporating granularity in abnormal event 
detection system. At the same time, the algorithm offers faster 
response time in comparison to the existing system. 

VII. CONCLUSION 

With the proliferation of video surveillance system, it is 
quite imperative that there have been some significant 
proposals for the object as well as event detection scheme. 
However, after reviewing the existing system, we find that 
there are some significant problems, e.g., 1) Lesser 
Improvement in Abnormal Movement Modeling; 2) More 
Focus on Accuracy and Less on Complexity; 3) Less 
Utilization of Spatio-Temporal Factor; and 4) Dominancy of 
Supervised Algorithm. This problem leads to less emphasize 
on the modeling aspect of the abnormality factor, which is 
always regarding probability. The proposed system considers 
that if any alienated object is found to display a mobility 
behavior which is completely different from what has been 
captured till the time instance is called as an abnormality. A 
good utilization of this scheme could be to monitor the patient 

in coma stage. A sudden movement captured from such patient 
is treated as an abnormal event that prompts for alarm. 
Similarly, it could be used in industrial monitoring and other 
traffic-related monitoring system too. The presented system 
applies a mechanism where local patterns are emphasized on 
each region for a given frame using histograms. The proposed 
system also applies probability theory for modeling using 
temporal and spatial factor using unsupervised learning 
algorithm. 

The proposed method can be used to the method can be 
used for surveillance system of a location, mall, military 
applications and this research can be used as benchmarks for 
further improvement in security systems. 
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