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Abstract—In paper, we have proposed a novel summarization 

framework to generate a quality summary by extracting 

Relevant-Informative-Novel (RIN) sentences from topically 

related document collection called as RIN-Sum. In the proposed 

framework, with the aim to retrieve user's relevant informative 

sentences conveying novel information, ranking of structured 

sentences has been carried out. For sentence ranking, Relevant-

Informative-Novelty (RIN) ranking function is formulated in 

which three factors, i.e., the relevance of sentence with input 

query, informativeness of the sentence and the novelty of the 

sentence have been considered. For relevance measure instead of 

incorporating existing metrics, i.e., Cosine and Overlap which 

have certain limitations, a new relevant metric called as C-

Overlap has been formulated.  RIN ranking is applied on 

document collection to retrieve relevant sentences conveying 

significant and novel information about the query. These 

retrieved sentences are used to generate query-specific summary 

of multiple documents. The performance of proposed framework 

have been investigated using standard dataset, i.e., DUC2007 

documents collection and summary evaluation tool, i.e., ROUGE. 

Keywords—Text summarization; maximum marginal 

relevance; sentence selection; DUC2007 data collection 

I. INTRODUCTION 

The notion of information retrieval is to locate documents 
that might contain the relevant information. Generally, when a 
user fires a query, his desire is to locate relevant information 
rather than locate a ranked list of documents. The retrieved 
documents contain the relevant information leaving the user 
with a massive amount of text. There is a requirement of a tool 
that shrinks this amount of text in order to comprehend the 
complete text [1]. The query focused summarization track at 
Document Understanding Conference (DUC) aims at doing 
exactly this. Conventional query focused text summarization 
systems rank and assimilate sentences based on maximizing 
relevance to the user’s information need expressed via query 
[2]. These systems do not consider the important factor, i.e., 
informativeness and novelty of the sentence. In this paper, a 
novel summarization framework to generate a quality 
summary by extracting Relevant-Informative-Novel (RIN) 
sentences from topically related document collection called as 

RIN-Sum has been presented. This framework generates a 
query focused summary of multiple documents by using three 
factors, namely: sentence relevance with input query 
(discussed in section 2), sentence informativeness (discussed 
in section 3) and sentence novelty (discussed in section 4). In 
this work, ordering of these factors has been considered to 
rank the sentences. Firstly, relevance with input query is 
applied, and then sentence informativeness, and finally 
sentence novelty. For example, if a sentence is novel and 
highly informative in the document collection, but if it is not 
relevant to a user’s query, it will not be considered for a final 
summary. 

II. THE RELEVANCE MEASURE 

Relevance measures can be divided into two types based 
on whether the ordering of vectors is taken into account, i.e., 
symmetric and asymmetric [3] [4]. For two sentence vectors Si 
and Sj, a symmetric measure yields the same result regardless 
of the ordering of  the sentence vectors, i.e., Sim(Si,Sj) = 
Sim(Sj,Si). An asymmetric measure yields different results for 
different orderings of two sentence vectors, i.e., Sim(Si,Sj)   
Sim(Sj,Si). The Cosine measure is the most popular symmetric 
measure based on VSM for checking the extent of similarity 
between two texts. In VSM for text summarization, the 
sentence is usually presented as a vector of weighted terms. 
Cosine similarity between two weighted sentences Si = 
[w1i,…..,wni] and Sj = [w1j,……,wnj] can be define as: 
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In Cosine measure, two sentence vectors Si and Sj are 
compared on the basis of all terms which appear in Si and/or 
Sj. In both sentences discriminative power of each term is well 
defined. Discriminative power of uncommon terms between Si 
and Sj also affects the similarity measure. Hence this type of 
similarity measure performs well when two texts are 
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compared on the basis of a set of terms appearing in either 
first text and/or second text. 

The Overlap measure is the asymmetric relevance measure 
between two texts. It is a relative measure to detect similarity 
or overlap among texts by making comparison between the 
current text and any other text with respect to all those terms 
which appears only in current text. The Overlap measure is 
computed by comparing the current sentence Si with any 
sentence Sj, as define in [5] is given in (2): 

           (     )    
∑        

 
   

∑    
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This metric is a relative measure to detect similarity or 
overlap among sentences. This mechanism works on the 
comparison of the relative frequency of the words representing 
a sentence. One of the limitations with (2) is that it does not 
compare two sentences irrespective of their sizes. This causes 
problem in a situation when for a given common term weight 
in Sj dominates over weight in Si, resulting in increase of the 
overlap score in the proportion to differences in their weights. 
In case of Cosine measure there is no such limitation. For 
getting the advantages of overlap measure, there is a need to 
improve (2) over this limitation. Proposed improvement over 
this metric has been formulated in (3). 
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The above mentioned metrics for Overlap measure is used 
to determine whether sentences are copies of one another or 
not. One limitation with this metric is that it does not consider 
the discriminative power of the terms. In next section Overlap 
based Cosine measure is formulated for identifying all those 
sentences in which each term of current text appears with high 
discriminative power. 

At the time of sentence extraction, applying Overlap 
measure technique as relevance measure returns a set of 
sentences without considering the discriminative power of 
query terms of those sentences. Here the use of Cosine 
measure may improve the match quality by considering the 
discriminative power of query terms in sentence ranking, but 
at the same time ranking of the sentence are declined in its 
non-query terms. Matching quality can be improved by adding 
the properties of Overlap in Cosine measures. In this respect, 
proposed methodology has been formulated called as 
Overlapped based Cosine measure which can be abbreviated 
as C-Overlap measure. In this formulation, at its first step, the 
terms appear in sentence Sj are decomposed into two groups 
having common and uncommon terms with respect to Si. After 
decomposing sentence Sj into two groups, Sj

’= [w1j,…..,wmj] 
and Sj

’’= [w(m+1)j,….,wnj] are obtained, where Sj = Sj
’ ⋃  Sj

’’. 

Overlap between Si and Sj is nothing but cosine similarity 
between Si and Sj

’. Cosine similarity between two weighted 
sentences Si = [w1i,…..,wmi] and Sj

’= [w1j,…,wmj], can be 
formulated as follows: 
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Here in normalization process of vector Sj, uncommon 
terms are neglected. As a result strength of common terms 
increases. Hence sentences will be ranked on the basis of 
discriminative query terms only. 

III. THE INFORMATIVENESS MEASURE 

Cosine, Overlap and C-Overlap all are pure relevance 
measurement techniques which do not consider the sentence 
informativeness. A ranking metric is required which improves 
the rank of relevant sentences on the basis of informativeness 
of the sentence. In this section, a ranking function which 
measures the informativeness score of the given sentence 
based on assumed hypothesis, i.e., “within a query relevant 
sentence, its non-query terms may convey information about 
the query terms” is formulated, which is defined as follows: 

                 
 (  )   √ ∑    

 

      

 (6) 

Here informativeness of sentences Si is measured by 
considering the weights of non-query terms only. A score of 
informativeness of the sentence is equal to L2 norm or 
Euclidean norm of the weights of discriminative non query 
terms. In this work, instead of preferring large number of low 
discriminative terms, small numbers of high discriminative 
terms are considered. Therefore, L2 norm is preferred over L1 
norm as the L1 norm focuses on total weights while L2 norm 
considers the distribution of weights. Further, the value of the 
score may be greater than one and to use it with other scores it 
need to be normalized in the range of 0 to 1 for all sentences 
in the document collection. To normalize this score, initially 
score of informativeness for all sentences in document 
collection is calculated and then maximum score between 
them is found as: 

        
    ,                 

(  )                  
 (7) 

Now to obtain the normalized score, score of each 
sentence is divided with Maxscore and can be written as: 

                 
(  )    
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Besides this, a ranking function for informativeness is used 
to formulate sentence informativeness based relevant metric. 
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This approach measures relevance and informativeness of the 
sentence separately and then uses a linear combination of the 
two to produce a single score for the ranking of a sentence. 
The informativeness based relevant metric can be formulated 
as: 

                        (    )

                (    )
  (   )                  

 (  ) (9) 

In this metric any one of Cosine, Overlap and C-Overlap 
can be used for relevance measurement. β is tuning factor and 
its theoretical value lies between 0 to 1. A sentence of our 
interest is primarily relevant to user query and then 
informative. To accomplish this in (9) relevant metric should 
get more weight as compare to informative metric. So 
practically, value of β should be close to one. 

IV. THE NOVELTY MEASURE 

In automatic text summarization, precision of results will 
be increased by being very selective about the sentences and 
retaining only those in summary that are considered to be 
surely relevant. Therefore, necessary condition to retain a 
sentence in the summary is its relevance with input query. 
Along with precision a good coverage is required for 
improving recall, but at the same time another constrains with 
summary is that it is bounded in length [6]. Optimizing these 
three constrains, namely: relevance, coverage, and summary 
length is a challenging task. One of the solutions to maximize 
the coverage of summary by confirming its length is trying to 
include those relevant sentences which are novel to the 
sentences already retained in summary. 

A. Maximum Marginal Relevance (MMR) 

Carbonell et al. [7] encouraged Maximal Marginal 
Relevance (MMR) which considers novelty along with 
relevance to rank the text. Using this technique, partial or full 
duplicate information is prevented from being retrieved. In 
particular, MMR has been widely used in text summarization 
because of its simplicity and effectiveness, and it has shown a 
consistently good performance. MMR uses the Retrieval 
Status Value (RSV) as a parameter to measure the diversity 
among the sentences. The RSV value of the newly retrieved 
sentence is decided by sentences which have been already 
retrieved. It prevents the similar sentences by lowering their 
RSV value and as a result, it boosts up dissimilar sentences. 
The final score of given sentence Si is calculated as follows: 

   (   )   
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(10) 

Where R stands for the ranked list of sentences, S 
represents the sentences that have been extracted into the 
summary, Q denotes the query and Si indicates a sentence. 
Sim1 and Sim2 are similarity measures, which can either be 
same or different. Different similarity measures have been 

explored in next session. λ is tuning factor which lies between 
0 to 1. 

In this approach, summaries are created using greedy 
sentence-by-sentence selection. At each selection step, the 
greedy algorithm is constrained to select the sentence that is 
maximally relevant to the user query and minimally redundant 
with sentences which have been already included in the 
summary. MMR measures relevance and novelty separately 
and then uses a linear combination of the two to produce a 
single score for the importance of a sentence in a given stage 
of the selection process. Xie et al. [8], Forst et al. [9] and 
Chowdary et al. [10] encouraged the concept of “relevant 
novelty”, which claim that a sentence of input text will be 
retained in a summary if it is relevant to the user and should 
not convey the information which is already covered by the 
current summary sentences. 

B. Relevant-Informative-Novelty (RIN) metric for sentence 

selection 

Relevance, informativeness and novelty are the three basic 
measures which have been considered in the ranking during 
sentence extraction. Considering only relevance measure for 
generating the summary does not give the guarantee of 
novelty in the summary. In this section, a ranking metric is 
formulated which improves the rank of relevant and 
informative sentences based on their diversity with other 
sentences. In this formulation, MMR has been used. A ranking 
function which measures a novelty score of the given sentence 
with respect to current summary sentences is formulated. This 
formulation is based on the following assumptions: 

 Those sentences in the current summary are put under 
considerations which are diverse on the basis of 
conveyed information. 

 Sentences are retained in the current summary if they 
convey novel information about the query. 

 Within a query relevant sentence, its non-query terms 
may convey information about the query terms. 

Thus, novelty of given sentence with respect to current 
summary sentence can be measured in term of amount of 
overlap between non query term of given sentence Si and 
current summary sentence Sj. This can be calculated as 
follows: 
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(11) 

Now using linear combination of relevant and novelty 
metric final score is obtained. Relevant-novelty metric can be 
given as: 
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(12) 
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In case, when informativeness of the sentence is 
considered, RIN metric can be given as: 

     (   )

  
      
       [ {                       (    )+  ( 

  ) {
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(13) 

 
In this metric, novelty of sentence Si is measured in terms 

of amount of overlap between non query term of given 
sentence Si and current summary sentence Sj.  λ is tuning 
factor and its theoretical value lies between 0 to 1. More 
weight is given to informativeness based relevant metric 
because a sentence is significant if primarily relevant to the 
user query then it should be informative and finally it should 
be a novel. 

V. RIN-SUM METHODOLOGY 

To provide the methodology of sentence extraction from 
unstructured text to generate its query-specific summary, 
following are the steps that RIN-Sum takes to construct query-
specific summary of multiple documents. 

1) Select a query and set of associated documents for 

which summary is to be generated. These documents and the 

query constitute the input to RIN-Sum. 

2) Each document in the collection is analyzed to obtained 

its structured representation using following steps: 

 Firstly, each document is pre-processed to generate 
sentence set. 

 Each sentence in the resultant set is represented by 
vector in dimensions of content terms of pre-processed 
document. 

 Each sentence vector is weighted for content terms. 

3) Finally a cluster of unstructured sentences is generated 

as a final summary by extracting salient and non-redundant 

sentences from given document collection. This process 

consists of following steps: 

 Firstly, Sentence vectors are ranked by applying 
proposed C-Overlap measure based relevant metric to 
produces a cluster of relevant sentences. 

 Resultant cluster sentence vectors are again ranked 
through proposed Relevant-Informative metric to 
produces a cluster of relevant and informative 
sentences. 

 Finally, to retrieve sentences conveying novel 
information about query from group of identified 
relevant-informative sentences, a Relevant-
Informative-Novelty (RIN) ranking function is used. 

4) Further the performance of the proposed framework 

has been investigated using standard dataset, i.e., DUC2007 

documents collection and summary evaluation tool, i.e., 

ROUGE, and simulation strategy of proposed methodology 

and analysis of results have been performed. 
Thus RIN-Sum uses topically related documents to 

produce a summary. These summaries are deemed relevant to 
a user query. For example, to satisfy the user's information 
need about given topically related documents collection, a 
summary which contains user's intended information on that 
topic will be generated. 

VI. EXPERIMENTS 

DUC2007 dataset has been used for evaluation and it is 
available through [11] on request. A total of 45 documents 
were constructed by NIST assessors based on topics of interest 
and for each topic four reference summaries were produced by 
human experts to create gold collection for evaluation 
purposes. For performance evaluation ROUGE-1, ROUGE-2 
and ROUGE-SU metrics of ROUGE-1.5.5 package [12] has 
been used. ROUGE-1 compares the unigram overlap between 
the candidate summary and the reference summaries. 
ROUGE-2 compares the bigram overlap between the 
candidate summary and the reference summaries. ROUGE-SU 
is an extended version of ROUGE-2 that match skip bigrams, 
with skip distance up to 4 words. Performance is measured in 
terms of Recall, Precision and F-score. Several experiments 
have been conducted in which for text representation the 
standard sequence of steps have been followed, which are: 

1) Generate sentence set by separating sentences of 

DUC2007 document collection. 

2) Remove functional and grammatical words of the 

sentences using stop word list, provided with DUC document 

collection. 

3) For each sentence, apply stemming algorithm on each 

word of the sentence with the help of well-known Porter 

Stemmer [13] in order to find related words. 

4) Calculate weight of each word within the sentence 

using standard tf.idf weighting scheme [14]. 
As an output of the above steps, sentences of each 

document are represented as sentence-terms weighted vector. 
Now using sentence ranking function as formulated in (13), 
sentences are ranked and then extracted to get a final 
summary. With ranking function, different experiments are 
performed for different relevance measure i.e. Cosine, 
overlap, C-Overlap. For informativeness and novelty measure, 
fixed measure as defined in (8) and (11) respectively are used. 
Experiments were performed in three different phases. In each 
phase four different ranking functions were used which are: 

 Relevant Metric 

 Relevant-Informative Metric 

 Relevant-Novelty Metric 

 Relevant-Informative-Novelty(RIN) Metric 

Here results were obtained for different ROUGE metrics in 
term of Precision, Recall and F-Score. 

Phase I: In this phase results were obtained for above four 
ranking functions. In these experiments Cosine measure was 
used as relevant metric and for informativeness and novelty 
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measure fixed metrics was used as defined in (8) and (11) 
respectively. The results are as shown in Table (1). 

TABLE. I. EVALUATION RESULTS USING COSINE MEASURE BASED (A) 

RELEVANT RANKING FUNCTION; (B) RELEVANT-INFORMATIVE RANKING 

FUNCTION; (C) RELEVANT NOVELTY RANKING FUNCTION AND (D) 

RELEVANT-INFORMATIVE-NOVELTY RANKING FUNCTION 

a 

 

Recall Precision F-score 

ROUGE-1 0.42037 0.38742 0.40248 

ROUGE-2 0.10729 0.10046 0.10369 

ROUGE-SU 0.16919 0.14283 0.15391 
 

b 
 

  

Recall Precision F-score 

ROUGE-1 0.42203 0.39064 0.40494 

ROUGE-2 0.10789 0.10155 0.10455 

ROUGE-SU 0.16997 0.14686 0.15682 
 

 

 

c 

 

Recall Precision F-score 

ROUGE-1 0.42638 0.39512 0.40938 

ROUGE-2 0.10775 0.10073 0.10397 

ROUGE-SU 0.17403 0.14873 0.15935 
 

d 
 

 

Recall Precision F-score 

ROUGE-1 0.43557 0.40243 0.41786 

ROUGE-2 0.11719 0.10980 0.11329 

ROUGE-SU 0.18374 0.15546 0.16745 
 

 
 

Phase II: In this phase results were obtained for above 
four ranking functions. In these experiments overlap measure 
was used as relevant metric and for informativeness and 

novelty measure fixed metrics was used as defined in (8) and 
(11) respectively. The results are as shown in Table (2). 

TABLE. II. EVALUATION RESULTS USING OVERLAP MEASURE BASED (A) 

RELEVANT RANKING FUNCTION; (B) RELEVANT-INFORMATIVE RANKING 

FUNCTION; (C) RELEVANT NOVELTY RANKING FUNCTION AND (D) 

RELEVANT-INFORMATIVE-NOVELTY RANKING FUNCTION 

a 

 

Recall Precision F-score 

ROUGE-1 0.43321 0.40360 0.41715 

ROUGE-2 0.11283 0.10536 0.10876 

ROUGE-SU 0.17934 0.15429 0.16467 
 

b 

 

Recall Precision F-score 

ROUGE-1 0.44941 0.40532 0.42548 

ROUGE-2 0.12231 0.11124 0.11635 

ROUGE-SU 0.18958 0.15488 0.16949 
 

c 

 

Recall Precision F-score 

ROUGE-1 0.44848 0.41063 0.42826 

ROUGE-2 0.12129 0.11273 0.11677 

ROUGE-SU 0.19158 0.15975 0.17334 
 

d 

 

Recall Precision F-score 

ROUGE-1 0.45678 0.41583 0.43449 

ROUGE-2 0.12971 0.12109 0.12511 

ROUGE-SU 0.19761 0.16549 0.17886 
 

  
Phase III: In this phase results were obtained for above 

four ranking functions. In these experiments C-Overlap 
measure was used as relevant metric and for informativeness 
and novelty measure fixed metrics was used as defined in (8) 
and (11) respectively. The results are as shown in Table (3). 
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TABLE. III. EVALUATION RESULTS USING C-OVERLAP MEASURE BASED 

(A) RELEVANT RANKING FUNCTION; (B) RELEVANT-INFORMATIVE RANKING 

FUNCTION; (C) RELEVANT NOVELTY RANKING FUNCTION AND (D) 

RELEVANT-INFORMATIVE-NOVELTY RANKING FUNCTION 

a 

 

Recall Precision F-score 

ROUGE-1 0.44777 0.40909 0.42666 

ROUGE-2 0.12581 0.11597 0.12048 

ROUGE-SU 0.19081 0.16002 0.17262 
 

b 

 

Recall Precision F-score 

ROUGE-1 0.45646 0.41197 0.43217 

ROUGE-2 0.13073 0.12003 0.12493 

ROUGE-SU 0.19883 0.16304 0.17800 
 

c 

 

Recall Precision F-score 

ROUGE-1 0.45935 0.41621 0.43597 

ROUGE-2 0.13176 0.12197 0.12643 

ROUGE-SU 0.20092 0.16575 0.18005 
 

d 

 

Recall Precision F-score 

ROUGE-1 0.46487 0.41969 0.44042 

ROUGE-2 0.13568 0.12304 0.12879 

ROUGE-SU 0.20821 0.16813 0.18449 
 

  
Graphically the F-scores (ROUGE-1, ROUGE-2 and 

ROUGE-SU) results are depicted in figures (1) - (3) 
respectively. 

In these figures, while observing the curves of Relevant 
and Relevant-Informative Ranking, it can be concluded that in 
all cases, i.e., Cosine, Overlap and C-Overlap the performance 
of Relevant-Informative Ranking is better as compared to 
Relevant Ranking. While observing the curves of Relevant 
and Relevant-informative-Novelty Ranking it can be 
concluded that in all cases, i.e., Cosine, Overlap and C-
Overlap the performance of Relevant-Informative-Novelty 
Ranking is better as compared to Relevant Ranking. 

 

 

  
Fig. 1. ROUGE-1 F-score results comparison for Relevant, Relevant-

Informative, Relevant-Novelty and Relevant-Informative-Novelty metrics 

over Cosine, Overlap and C-Overlap measures 

 

 
 

 

 

Fig. 2. ROUGE-2 F-score results comparison for Relevant, Relevant-

Informative, Relevant-Novelty and Relevant-Informative-Novelty metrics 

over Cosine, Overlap and C-Overlap measures 

 

 
 

  

Fig. 3. ROUGE-SU F-score results comparison for Relevant, Relevant-

Informative, Relevant-Novelty and Relevant-Informative-Novelty metrics 

over Cosine, Overlap and C-Overlap measures 
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Justification for this improvement is that ranking of the 
sentence based on proposed C-Overlap relevance measure 
does not consider the significance of non-query terms. When 
Informative Metric is applied in sentence ranking, it considers 
the significance of non-query terms also. As a result, this 
technique tries to retrieve all sentences having significant 
query terms as well as significant non-query terms. Also, in 
sentence ranking when Novelty Metric is applied, it prevents 
the retrieval of partial or full duplicate information and 
improves the coverage of bounded length summary. As a 
result, performance in terms of recall value increases. 

VII. CONCLUSION 

In this paper, a novel technique to query specific extractive 
text summarization for multiple documents has been 
presented. The utility of the approach is examined on 
DUC2007 dataset collection. In the proposed method, with the 
aim to retrieve user's relevant significant sentences conveying 
novel information, ranking of structured sentences has been 
carried out. A new method of sentence ranking has been 
developed which identifies the relevant, significant and novel 
sentences from a large volume of input text. To achieve this, 
RIN metric is formulated for sentence ranking depending on 
three factors, i.e., the relevance of sentences with input query, 
informativeness of the sentence as well as the novelty of the 
sentence. For relevance measurement, a new measure formally 
known as C-Overlap (Overlapped based Cosine measure) has 
been proposed with the aim to overcome the limitations of 
existing relevance measures, i.e., Cosine and Overlap 
measure. Experimentally it has been proved that C-Overlap 
measure outperformed the previous ones. 

Finally, sentences in document collection were extracted 
using RIN ranking metric. Results were compared with the 
other standard sentence ranking functions, i.e., Relevant, 
Relevant-Informative, Relevant-Novelty and Relevant-
Informative-Novelty, using ROUGE-1.5.5. It has been 
observed that in each case results of proposed function are 
found to be better as compared to other three ranking 
functions. Experimentally, it is also observed that Relevance 
alone is not a good choice as a ranking function. 
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