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Abstract—Deep learning system is used for solving many 

problems in different domains but it gives an over-fitting risk 

when richer representations are increased. In this paper, three 

different models with different deep multiple kernel learning 

architectures are proposed and evaluated for the breast cancer 

classification problem. Discrete Wavelet transform and edge 

histogram descriptor are used to extract the image features. For 

image classification purpose, support vector machine with the 

proposed deep multiple kernel models are used. Also, the span 

bound is employed for optimizing these models over the dual 

objective function. Furthermore, the comparison between the 

performance of the traditional support vector machine which 

uses only single kernel and the introduced models is worked out 

that show the efficiency of the experimental results of the 

proposed models. 
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I. INTRODUCTION 

Recently, deep learning techniques are used for solving 
many problems in different domains as a result of performing 
well when training the regression model in high-dimensional 
data. Deep learning techniques succeed in both, machine 
learning and traditional computer vision. But, the identification 
of the application condition is needed for the deep learning. 
Many researchers make different studies to discover the pros 
and cons of deep learning over other machine learning 
methods. The most direct form is making a comparison 
between deep learning architectures and support vector 
machine (SVM) in processing audio, images and videos. 
However, there are not enough studies to choose the 
parameters once using deep learning technique for regression 
and classification tasks [1]-[5]. 

In machine learning filed, kernel learning technique is an 
active research subject [6], [7]. Kernel principal component 
analysis (KPCA) and SVM are the most common methods 
relay on kernel techniques. These kernel approaches have been 
applied to different applications due to their good performance. 
Unfortunately, the performance of those approaches depends 
on the selected kernel [8-10]. Thus, different studies have been 
introduced to learn the best kernel for these approaches [11], 
[12]. 

Multiple kernel learning (MKL) has been suggested to state 
the limits of single fixed kernel techniques. Bach et al. 
introduced the first MKL formulation [11]. Recently, MKL has 
been developed for automated kernel parameter tuning. Its goal 

is to learn a linear or convex combination of multiple regular 
kernels to define the best target kernel for the given application 
[13], [14]. 

Many algorithms for extended MKL methods have been 
introduced to enhance the performance of the regular MKL 
method. In some real applications, MKL methods do not 
always yield better experimental performance once they 
compared with the regular techniques. Therefore, the deep 
learning architectures [15]-[17] are very promising choices 
than the shallow one. Furthermore, they can be used for feature 
extraction and in kernel applications as classifier (multilayer of 
multiple kernels learning (MLMKL)) [10]. 

The authors in [18] introduced a novel kernel which 
mimics the deep learning structure. They obtained static 
network where fixed kernels are used without learning the 
optimal kernels combination. A general framework for 
MLMKL is proposed in [10]. The authors had some problems 
in network optimization beyond two layers. The second layer 
only contains a single radial basis function (RBF) kernel. 

The authors in [19] optimized the MLMKL with several 
layers and they used the leave-one-out error estimation 
algorithm. Unfortunately, their method is not evaluated over 
the MKL. Furthermore, no enhancements were achieved when 
using more than two layers. 

In this paper, three models for deep kernel learning (DKL) 
are proposed and evaluated in the breast cancer classification 
problem. Additionally, span bound is exploited for the sake of 
optimizing the proposed models over the dual objective 
function. A comparison between the performance of the regular 
SVM using single kernel and the proposed DKL models is 
introduced. 

The paper is organized as follows. The multi-layer multiple 
kernel deep learning is briefly described in Section 2. While 
Sections 3 and 4, introduce the methodology and the proposed 
deep kernel models. The experimental results are explained in 
Section 5. Section 6 concludes the work and presents the future 
work. 

II. MULTI-LAYER MULTIPLE KERNEL DEEP LEARNING 

A. Multiple Kernel Learning 

Suppose that *(     )   (     )+ are m training samples 

where   ∈     is the feature vector of the sample and     is the 

sample label. The problem of MKL is generally described as 
the constrained optimization problem [10], [11]: 
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Where ℓ(·) refers to some loss function like  ( )  
   (     )  that used in SVM,   is the regularization 
parameter,   represents the candidate kernels optimization 
domain, and    is the reproducing kernel Hilbert space related 
to the   kernel. 

In (1), the decision function  ( ) is in the form of linear 
expansion of kernel evaluation on the training samples   , 
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Where     are the coefficients referred to in [10]. 

In [10], the kernel is a set of convex combination of 
predefined base kernels: 
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where each candidate     is the summation of the    base 

kernels *       +, and    is the coefficient of the        base 
kernel. So, the decision function can be expanded with the 
multiple kernels as: 
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and the last kernel will be a linear summation of    base 
kernels. 

B. Deep Kernel Learning 

Recently, many studies show that there is a limitation in 
conventional learning methods concerning their learning 
structural design. The deep structural design is often better than 
the shallow ones. The idea of deep learning of kernel methods 
that introduced in [19], [20] can be applied either in shallow 
structures such as SVM or in deep architectures. 

The   - layer kernel is the inner product after several feature 
mapping of inputs: 

 ( )(     )  〈 ( ( ( (  ))))⏟          
        

  ( ( ( (  ))))⏟          
        

〉               ( ) 

 
Here   is the essential feature mapping function of    and 

⟨·, ·⟩ represents the inner product. 

Polynomial kernel is considered as an example of two-layer 
kernel, such as: 

     ( )(    )   ( (   )    )                                                                     
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Where      and   refer to the free parameters of the 
polynomial kernel. The Gaussian RBF kernel can be 
approximated as: 

 ( )(   )     ( )(   )    ( ) ( ( )( ))   ( ) ( ( )( )) 

                                               (   (   ))                                   ( ) 
The DKL has been suggested to use the deep learning idea 

for improving the MKL task. 

A domain of    - level multi-layer kernels is defined as 
follows: 

   ( )  , ( )(   )   ( )(*  
(   )(   )     

(   )(   )+)-          ( ) 

Where  ( )  is a function to pool multiple (   )  level 
kernels that should guarantee the valid resulting kernel. 

The optimization problem of   - level MLMKL is described 
as: 

    ∈ ( )     ∈    ‖ ‖   ∑ (   (  ))

 

   

                     ( ) 

III. METHODOLOGY 

The design of the image recognition system generally 
involves collection data, feature extraction, model selection or 
training, and evaluation. This part describes the design of the 
recognition system for the breast cancer classification problem 
in the digital image. 

A. Data Collection 

The breast cancer databases are sets of mammograms 
images. This work used BCDR-F01 (Film Mammography 
dataset number 1) which is the first dataset of BCDR. The 
BCDR-F01 is a binary class dataset which composed by biopsy 
(Benign vs. Malign) [21]. 

B. Features  Extraction 

Feature descriptors play an important role in recognition 
system. Really, they permit a mapping from visual information 
to a numerical vector which returns the semantic contents of 
the images. Regarding features extraction, this work used 
MPEG-7 edge histogram descriptor (EHD) [22] as input to 
train, evaluate and compare the proposed models and the 
traditional SVM classifier. EHD is used to refer the frequency 
and directionality of edges within each image region. Initially, 
simple edge detector operator is used for identifying edges and 
grouping them into five categories: horizontal, vertical, 
diagonal, anti-diagonal and non-edge. Then, global, local and 
semi-local edge histograms are calculated. The EHD features 
are represented by a vector of diminution 150. 

Additionally, this work used discrete wavelet transform 
(DWT) to decompose an input digital image into four sub-
bands of different frequencies [23]. The four sub-bands are 
generally denoted as approximation image (LL), horizontal 
(HL), vertical (LH) and diagonal (HH) detail components. The 
LL sub-band is used in this experiment to hold the most useful 
information of the input image. 
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C. Classification  

This work employed SVM for breast cancer classification, 
which is a two-class problem. SVM is a machine learning 
method that involves training and testing steps. With the two-

class problem, training samples (     ) are given, where    ∈ 

   is the feature vector of the given sample and    is the label 

of its class, (+1 and -1 point to the two classes which are 
benign and   malign classes respectively). SVM builds an 
optimal hyper-plane that maximizes the margin to classify the 
samples [24]. 

Traditionally, the margin is maximized through the gradient 
of the dual objective function with respect to the kernel hyper-
parameters. But, the structures of deep learning give an over-
fitting risk when richer representations are increased. So, 
looking for a tight bound of the leave-one-out error is needed. 
This paper used the span bound due to its promising results in 
single layer multiple kernel learning. The span bound is 
defined as: 

       ((   )   (     ))   ∑ 

 

   

(  
   
   )

 

                   (  ) 

Where, L points to the leave-one-out error and      refers to 

the distance between the support vector and the set     [25], 

[26] where: 

          { ∑       (  )
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IV. PROPOSED MODEL 

It is usually agreed that SVM is highly depend on the 
selected kernel function. In the regular SVM, the kernel 
function maps the input data, and then, the SVM is trained 
using this input data for the classification task. MKL is one 
probable structure, which designs the multiple kernels as linear 
combinations of base functions. Instead of using a single kernel 
function, a set of kernel functions can be organized in a 
particular structure to transform the original data over a 
number of layers of kernels. Then, the final kernel is used to 
learn the SVM decision function. The gradient descent 
presented in [19] is adopted in this work for optimizing the 
weights of the proposed deep kernels. 

In this paper, three different models with different 
framework are considered for deep kernel learning architecture 
as shown in Fig. 1, 2 and 3 where the lines represent the 
weights for each kernel. Every model tries to optimize the 
weights of its architecture. The number of kernels in each layer 
is two in the three models. The first and third models have 
three layers, while the second model has only two layers. 

The first model in Fig. 1 explores the combination of 
multiple kernels (two kernels). The elementary kernels in the 
first layer are computed from the given data and fed as input to 
the deep structure. The final kernel is learned as a three-multi-
layered linear combination of functions where each one takes 
in a combination of two basic or two intermediate functions on 
multiple features. 

In the second model shown in Fig. 2, the first and the 
second kernels(  

    
 ) in the first layer and the first kernel 

(  
 ) in the second layer transform the given input data. On the 

other hand, the second kernel (  
 ) in the second layer takes the 

linear combination of the output of the first and second kernels 
(  
    

 ) in the first layer. The final kernel is learned as a linear 
combination of the output of the two kernels in the second 
layer (  

    
 ). 

In the third model shown in Fig. 3, the two kernels of the 
first layer map the original given data. While the first kernel 
(  

 ) in the second layer map the output of the second kernel 
(  
 ) in the first layer. The second kernel (  

 ) in the second 
layer maps the output of the first kernel (  

 ) in the first layer. 

The first kernel (  
 ) in the third layer maps the combination of 

the output of the two kernels (  
    

 ) in the second layer. 
While the second kernel (  

 ) in the third layer maps the 
combination of the original data and the output of the first 
kernel (  

 )  in the second layer. The final kernel is a 

combination of the output of the kernels (  
    

 ) in the third 
layer. 

V. EXPERIMENTAL RESULTS 

The proposed DKL system has been implemented in 
MATLAB® 2015b with Windows 7 enterprise edition 
environment. The BCDR-F01 dataset is used to test and 
evaluate the performance of the DKL system in breast cancer 
classification problem. BCDR-F01 is a binary class dataset 
which composed by biopsy (Benign vs. Malign) [21]. 

The proposed models are tested on 86 images (29 benign 
images and 57 malignant images). The label of the benign class 
is +1 while the label of the malign class is -1. In the 
classification operation, 50% of images are used for training 
the classifier and 50% for testing the trained classifier; the 
images are randomly selected for training and testing stages. 
For the sake of comparing the performance of the proposed 
DKL models and the regular SVM, the performance is given in 
terms of accuracy which is the proportion of the correct 
classified samples to the total number of samples. 

          
     

 
                                             (  ) 

Where, TP is the number of true positive, TN is the number 
of true negative, and N is the total number of instances in the 
test set. 

 
Fig. 1. DKL architecture for three layers with two kernels in each layer. 
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Fig. 2. DKL architecture for two layers with two kernels in each layer. 

 

Fig. 3. DKL architecture for three layers with two kernels in each layer. 

The same type of kernels in the architecture is used for 
those models (either all are RBF kernels or polynomial 
kernels). Multiple Kernels are considered for generating 
diverse representation of the data with basic functions. Deep 
learning structures present an over-fitting risk when richer 
representations are increased [19]. The over-fitting can be 
avoided by selecting a small number of base kernels. So, two 
kernels are used in each layer. Furthermore, the span bound is 
employed for finding a tight bound of the leave-one-out error. 
Span bound, presented promising results in [19], [26] with 
single layer multiple kernel learning over the dual objective 
function. In this paper, the gradient descent is used on the span 
bound for 100 iterations to DKL structure. The SVM penalty 
constant is fixed to 10 and the value of the learning rate 
is       

Table 1 illustrates the accuracy of the proposed three DKL 
models and the regular SVM, which uses only single kernel, 
using the feature extraction methods (EHD and DWT). DWT 
achieves better accuracy than EHD with the second and third 
DKL models when RBF kernel is used. But, EHD descriptor 
gives better accuracy than DWT with all models when 
polynomial (POLY) kernel is used.  The third model achieves 
better results than other models with the two feature extraction 
methods. 

POLY kernel gives better accuracy than RBF kernel in all 
models. When the DKL system has been tested with the POLY 
kernel, the first kernel in each layer is the POLY kernel with 
the degree of 2 while the second kernel is the POLY kernel 
with the degree of 5. The POLY kernel with the degree of 2 is 
already flexible to discriminate between the two classes with a 
good margin. Also, the POLY kernel with the degree of 5 
yields a similar decision boundary. Model 3 achieves the best 
results among all models due to its deep architecture which can 
help to boost accuracy as shown in shaded cell in Table 1 
(88%). 

TABLE. I. A COMPARISON AMONG OUR PROPOSED DKL MODELS AND 

REGULAR SVM 

VI. CONCLUSION AND FUTURE WORK 

In this paper, three DKL models for breast cancer 
classification problem are introduced. Span bound is used for 
optimizing the proposed models over the dual objective 
function. A comparison between the performance of the regular 
SVM which uses only single kernel and the proposed models is 
introduced. The experimental results show that the proposed 
models overcome the traditional SVM. Furthermore, model 3 
gives the best results among the other models due to its deep 
architecture that can help boost accuracy. 

New features sets with another deep kernel structures will 
be explored on bigger dataset for the sake of determining 
which features set is the most discriminative with respect to 
breast cancer classification problem. Since the DKL has a 
bigger adaptability to data (because it's based on the creation of 
an optimal kernel to fit that data). These orientations will be the 
ultimate subject of the future work. 
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