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Abstract—A comparative evaluation is performed on two 

databases using three feature extraction techniques and five 

classification methods for a motor imagery paradigm based on 

Mu rhythm. In order to extract the features from 

electroencephalographic signals, three methods are proposed: 

independent component analysis, Itakura distance and phase 

synchronization. The last one consists of: phase locking value, 

phase lag index and weighted phase lag index. The classification 

of the extracted features is performed using linear discriminant 

analysis, quadratic discriminant analysis, Mahalanobis distance 

based on classifier, the k-nearest neighbors and support vector 

machine. The aim of this comparison is to evaluate which feature 

extraction method and which classifier is more appropriate in a 

motor brain computer interface paradigm. The results suggest 

that the effectiveness of the feature extraction method depends 

on the classification method used. 
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I. INTRODUCTION 

Brain Computer Interface (BCI) provides a new 
communication method for people who are suffering of motor 
disabilities [1]. A BCI system acquires brain signals, analyzes 
them and translates them into commands for external devices 
(wheelchair, neuroprosthesis, etc.). The most commonly 
studied signals generated from brain activity are electrical 
signals. The electroencephalography (EEG) records the 
electrical activity by using electrodes placed on the scalp. 

Motor imagery produces reliable and distinct features in the 
brain activity that can be used by BCI systems. When a user 
performs a mental activity as left/right hand movement 
imagination without physically executing the movements, 
changes called event related desynchronizations (ERD) and 
event related synchronizations (ERS) appear in the 
sensorimotor area in the corresponding signal power of Mu or 
beta rhythms. Mu rhythm represents an oscillation of the EEG 
signal in the frequency band 8-12 Hz and it is affected by 
movements and movement imagery [2]. There are different 
features extraction methods for EEG signals suited to 
discriminate the motor tasks in a BCI paradigm. Among these, 
the independent component analysis [3], [4], Itakura distances 

[5]-[7] and phase synchronization methods [8]-[10] are chosen 
in order to be used for classification with linear discriminant 
analysis [11], quadratic discriminant analysis [12], 
Mahalanobis distance [13], the k-nearest neighbors [14], [15] 
and support vector machine [16], [17]. 

In Section II there are described the databases used in the 
comparative study. Section III is reserved to the methods used 
in the proposed assessing. The results obtained for the used 
databases are presented in Section IV and Section V contains 
the conclusions of the paper. 

II. DATABASES 

In the evaluation of efficiency of feature extraction and 
classification methods, two databases are used: the database 
composed of EEG signals recorded in our laboratory and the 
BCI competition 2002 database downloaded from the internet 
[18]. The databases description is listed in Table 1. 

TABLE I. DATABASES DESCRIPTION 

Database details Our database BCI Competition 2002  

Number of subjects 40 9 

Aquisition system  

gMobilab+ module 

and BCI 2000 

platform 

Unknown 

Paradigm description 

Left and right arrows are displayed successively on 

a monitor. The subjects must carefully look at the 

arrows and try to imagine the left or right hand 

movement indicated by the arrow. 

Used channels  
CP3, CP4, P3, C3, 

Pz, C4, P4, Cz. 

FC1, FC2, FC3, FC4, C1, C2, 

C3, C4, CP1, CP2, CP3, CP4 

III. METHODS 

The chosen feature extraction methods are presented for 
short. For detail information, the mentioned references may be 
studied. 

Independent component analysis is used for spatial filters 
substitution. The proposed method consists in using the same 
spatial filter obtained by applying ICA method for relaxation 
state and for imagining motor tasks [19]. 
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The Itakura distance for imagination of the left hand and 
the relaxation (rest) state is as follows [7]: 
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where the mean square error                  and 

               are: 

                ( 
    )       ( ) 

     , (2) 

              ( 
    )       ( ) 

      (3) 

and       ( )  is the autocorrelation matrix of      ( ), 
     ( ) is the output of an autoregressive (AR) model system 
with an input of      ( )  

The autoregressive model is characterized by: 
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   are the parameters of the model,  , the model order and 
 ( ) the prediction error. 

There are similar relations for the Itakura distance for 
movement imagination of the right hand and the relaxation 
state. 

The left symmetric Itakura distance is [20]: 
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The left normalized Itakura distance is defined as [21]: 
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Phase locking value (PLV) [22], phase lag index (PLI) [23] 
and weighted phase lag index (wPLI) [24] are used to measure 
the synchronization between two signals  ( ) and  ( ). 

PLV characterizes the stability of the phase difference 
between instantaneous phases   ( ) and   ( ): 

    |〈    ( )〉|    (7) 

  ( )     ( )     ( ).     

The phase lag index [23] is defined by: 

      |〈    [  (  ) ]〉| ,           (8) 

      is the signum function and      denotes the average 
over the time. 

The weighted phase lag index is calculated using [11]: 

     |〈 ( )〉| 〈| ( )|〉   |〈 | |      ( )〉| 〈| ( )|,   (9) 

where  ( )  is the imaginary component of the cross 
spectrum between two signals  ( ) and  ( ). 

The used methods are described in detail in [24]-[26]. 

IV. RESULTS 

In this section there are presented both comparisons 
between some features extraction methods and comparisons 
between some classification methods used for EEG signals 
recorded in a BCI motor task paradigm. The results are 
reported on two EEG databases: the 2002 BCI Competition 
database and our own database. 

A. Database of EEG Signals Recorded in Our Laboratory 

The methods used in feature extraction used for our 
database are: independent component analysis, Itakura 
distance, symmetric Itakura distance and measures for phase 
synchronization. For ICA three algorithms (INFOMAX, SOBI 
and JADE) are used. Concerning Itakura distance and 
symmetric Itakura distance, 6 and 10 order AR models are 
handled. PLV, PLI and wPLI are applied measures for phase 
synchronization. LDA, QDA, MD, kNN (k=1:5) and SVM are 
the methods we have utilized in order to classify the detected 
features. 

In Table 2, the mean and maximum correct classification 
rates acquired for each of the mentioned feature extraction 
methods are presented. For ICA, Itakura distance and 
symmetric Itakura distance methods, maximum classification 
rates were obtained for LDA, QDA and MD. The lowest 
classification rates were achieved for PLI, PLV and wPLI. The 
mean classification rates are in the range of 59.06% (for wPLI) 
and 89.43% (for symmetric Itakura distance). The highest 
mean and maximum values of the classification rates were 
obtained using QDA. 

TABLE II. THE MEAN AND MAXIMUM CLASSIFICATION RATES FOR ICA, ITAKURA DISTANCE, SYMMETRIC ITAKURA DISTANCE AND PHASE SYNCHRONIZATION 

METHODS WITH LDA, QDA AND MD CLASSIFIERS (ON OUR DATABASE)

Method 

Classification rates 

LDA QDA MD 

Mean  

± 

standard deviation [%] 

Max [%] 

Mean  

± 

standard deviation [%] 

Max 

[%] 

Mean  

± 

standard deviation [%] 

Max 

[%] 

ICA 

INFOMAX 81,3 ± 12,74 97,73 83,6 ±15,9  100 82,28 ±15,82 100 

SOBI 78,8 ± 15,63 97,78 79,3 ± 17,66  100 79,64 ± 17,52 100 

JADE 83,90 ± 12,39 100 82,61 ± 19,52 100 83,62 ± 15,59 100 

Itakura  

Distance 

Model Order 6 82,40 ± 12,60 100 88,19 ± 9,74 100 86,62 ± 11,28 100 

Model Order 10 83,35% ± 11,94 100 88,33 ±10,22 100 86,62 ± 9,78 98,33 

Symmetric  

Itakura Distance 

Model Order 6 81,35% ± 15,25  100 87,85 ± 12,48 100 86,75 ±12,35 98,33 

Model Order 10 84,04 ± 12,54 100 89,43 ± 10,03 100 87,15 ± 10,23 100 

Phase synchronization 

PLI 64,78 ± 7,09 82,12 73,98 ± 6,64  85,28 73,08 ± 6,35 84,67 

PLV 64,62 ±7,18  82,48 73,99 ± 6,67 85,64 73,03 ± 6,51  84,31 

wPLI 59,06 ± 3,62 66,67 64,08 ± 4,67 72,51 63,06 ±4,44 71,78 
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From the analysis of data in Table 2, the outcomes are as 
follows: 

 For ICA method, JADE algorithm performs the best 
classification rates for LDA and MD classifiers. 

 For Itakura distance and symmetric Itakura distance 
methods, 10 order AR model with QDA classifier 

presents the best performance. 

 For PLI, PLV and wPLI, QDA classifier attends the 
highest classification rates. 

In Table 3, the mean and maximum correct classification 
rates obtained for the each of the mentioned methods with kNN 
classifier are presented. 

TABLE III. THE MEAN AND MAXIMUM CLASSIFICATION RATES FOR ICA, ITAKURA DISTANCE, SYMMETRIC ITAKURA DISTANCE AND PHASE SYNCHRONIZATION 

METHODS WITH KNN CLASSIFIER (ON OUR DATABASE) 

Method 

kNN Classification rates 

Number of neighbors 

Mean 

± 

standard deviation 

[%] 

Max 

[%] 

ICA 

INFOMAX 

1 81,76 ± 13,77 100 

2 81,76 ± 13,76 100 

3 81,79 ± 13,75 100 

4 81,80 ± 13,74 100 

5 81,83 ± 13,74 100 

SOBI 

1 82,25 ± 13,78 100 

2 82,21 ± 13,79 100 

3 82,17 ± 13,82 100 

4 82,14 ± 13,84 100 

5 82,11 ± 13,87 100 

JADE 

1 84,61 ± 13,81 99,80 

2 84,61 ± 13,81 99,80 

3 84,62 ± 13,80 99,80 

4 84,62 ± 13,79 99,80 

5 84,63 ± 13,78 99,81 

Itakura 

Distance 

Model order 6 

1 84,69 ± 9,92 97,50 

2 84,04 ± 9,90 97,78 

3 83,56 ± 9,49 97,08 

4 83,34 ± 9,50 97,00 

5 82,58 ± 9,62 96,94 

Model order 10 

1 85,00 ± 9,91 97,50 

2 84,46 ± 10,18 97,22 

3 84,12 ± 10,33 97,08 

4 83,93 ± 10,56 97,00 

5 83,40 ± 10,68 96,94 

Symmetric 

Itakura 

Distance 

Model order 6 

1 84,55 ± 11,54 99,17 

2 83,81 ± 11,61 99,44 

3 83,50 ± 11,52 99,17 

4 83,43 ± 11,56 99,33 

5 82,93 ± 11,50 98,61 

Model order 10 

1 86,10 ± 16,96 99,17 

2 85,71 ± 17,06 99,44 

3 85,00 ± 16,89 98,75 

4 84,80 ± 16,91 98,67 

5 84,22 ± 16,85 97,78 

Phase 

synchronization 

PLI 

1 92,74 ± 3,42 96,66 

2 92,83± 3,40 96,71 

3 92,89 ± 3,39 96,75 

4 92,97 ± 3,38 96,80 

5 92,98 ± 3,38 96,82 

PLV 

1 92,73 ± 3,41 96,57 

2 92,83 ± 3,38 96,63 

3 92,89 ± 3,38 96,67 

4 92,97 ± 3,36 96,70 

5 92,99 ± 3,37 96,72 

wPLI 

1 83,15 ± 6,83 92,94 

2 83,27 ± 6,87 93,06 

3 83,33 ± 6,87 93,16 

4 83,41 ± 6,91 93,28 

5 83,42 ± 6,90 93,33 
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From the analysis of data in Table 3, the findings are as 
follows: 

 For ICA method, JADE algorithm performs the best 
classification rates. 

 For Itakura distance and symmetric Itakura distance 
methods, 10 order AR model offers the best 
performance. 

 For PLI, PLV and wPLI, there are not essential 
differences between the classification rates. 

The mean and maximum correct classification rates 
obtained for each of the mentioned methods with SVM 
classifier are organized in Table 4. 

TABLE IV. THE MEAN AND MAXIMUM CLASSIFICATION RATES FOR ICA, 
ITAKURA DISTANCE, SYMMETRIC ITAKURA DISTANCE AND PHASE 

SYNCHRONIZATION METHODS WITH SVM CLASSIFIER (ON OUR DATABASE) 

Method 

SVM 

Classification rates 

Mean 

± 

standard deviation 

[%] 

Max 

[%] 

ICA 

INFOMAX 82,29 ± 17,28 100 

SOBI 81,10 ± 18,07 100 

JADE 86,25 ± 14,56 100 

Itakura Distance 

 Model order 6 82,39 ± 12,61 98,33 

Model order 10 83,10 ± 16,51 95,37 

Symmetric Itakura 

Distance 

Model order 6 80,88 ± 16,90  98,33 

Model order 10 83,24 ± 17,23 96,67 

Phase synchronization 

PLI 92,69 ± 5,48  99,27 

PLV 92,88 ± 5,24  99,64 

wPLI 82,00 ± 7,06 92,70 

From the analysis of data in Table 4, we can conclude that: 

 For ICA method, JADE algorithm performs both the 
highest maximum classification rate and highest mean 
classification rate. 

 For Itakura distance and symmetric Itakura distance 
methods, 10 order AR model offers the best 
performance. 

 For PLV offers the best classification rates. 

B. BCI Competition 2002 Database 

The methods of features extraction are the same as those for 
our database, except the normalized Itakura distance instead of 
Itakura distance and symmetric Itakura distance. It was chosen 
to test the method based on the normalized Itakura distance 
because the results obtained following the Itakura distance 
calculation method without the normalization procedure did not 
offer optimal classification rates. 

The same classification methods as in the case of our 
database were applied. 

The mean and maximum classification rates obtained with 
LDA, QDA and MD, kNN (k=1:5), SVM classifiers are 
illustrated in Tables 5, 6 and 7, respectively. 

Concerning the mean classification rates, from Table 5, we 
conclude that: 

 For ICA, SOBI algorithm with LDA, QDA and MD 
classifiers lead to the best results. 

 For normalized Itakura distance, 10 order AR model 
with LDA, QDA and MD classifier performed the best 
classification rates. 

 For all the phase synchronization methods the highest 
classification rates were performed with MD classifier.

TABLE V. THE MEAN AND MAXIMUM CLASSIFICATION RATES FOR ICA, NORMALIZED ITAKURA DISTANCE AND PHASE SYNCHRONIZATION METHODS WITH 

LDA, QDA AND MD CLASSIFIERS (ON BCI COMPETITION 2002 DATABASE)

Method 

Classification rates 

LDA QDA MD 

Mean  

± 

standard deviation [%] 

Max 

[%] 

Mean  

± 

standard deviation [%] 

Max 

[%] 

Mean  

± 

standard deviation [%] 

Max 

[%] 

ICA 

INFOMAX 81,64 ± 13,04 97,56 85,62 ± 16,99 100 81,81 ± 18,17 100 

SOBI 98,80 ± 10,91 100 94,10 ± 10,16 100 92,08 ± 11,32 100 

JADE 79,91 ± 16,88 100 86,54 ± 16,52 100 83,83 ± 14,30 96,96 

Normalized 

Itakura  Distance 

Model Order 6 76,67 ± 8,38 82,82 72,86 ± 7,87 80 74,92 ± 9,02 83,33 

Model Order 10 80,99 ± 7,76 91,11 78,89 ± 8,44 86,67 79,63 ± 6,16 88,89 

Phase synchronization 

PLI 74,01 ± 8,18 86,42 82,24 ± 7,07 93,21 98,83 ± 1,32 100 

PLV 74,07 ± 8,20 86,42 82,92 ± 7,31 93,21 98,49 ± 1,34 100 

wPLI 76,61 ± 6,37 85,80 77,85 ± 6,14  88,27 95,88 ± 3,72 99,38 

The best classification rates for kNN classifier (Table 6) are 
the following: 

 For ICA method, SOBI algorithm. 

 For normalized Itakura distance, 10 order AR model. 

 For phrase synchronization methods, PLV and PLI. 

Looking at the results from Table 7, for SVM classifier, the 
best classification rates are the following: 

 SOBI algorithm for ICA method. 

 The AR model with order 10 for normalized Itakura 
distance method. 

 PLV index for phase synchronization methods. 
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TABLE VI. THE MEAN AND MAXIMUM CLASSIFICATION RATES FOR ICA, NORMALIZED ITAKURA DISTANCE AND PHASE SYNCHRONIZATION METHODS WITH 

KNN CLASSIFIER (ON BCI COMPETITION 2002 DATABASE) 

Method 

kNN Classification rates 

Number of neighbors 

Mean 

± 

standard deviation 

[%] 

Max 

[%] 

ICA 

INFOMAX 

1 81,69 ± 19,01 100 

2 81,69 ± 19,03 100 

3 81,70 ± 19,03 100 

4 81,70 ± 19,06 100 

5 81,70 ± 19,08 100 

SOBI 

1 87,02 ± 13,03 100 

2 87,07 ± 12,99 100 

3 87,12 ± 12,94 100 

4 87,16 ± 12,90 100 

5 87,20 ± 12,86 100 

JADE 

1 79,26 ± 17,71 95,99 

2 79,31 ± 17,75 96,03 

3 79,36 ± 17,81 95,96 

4 79,42 ± 17,82 95,88 

5 79,48 ± 17,83 95,81 

Normalized 

Itakura 

Distance 

Model order 6 

1 68,89 ± 14,17 86,67 

2 66,67 ± 15,50 82,22 

3 70,79 ± 16,89 86,67 

4 71,11 ± 16,77 88,89 

5 73,02 ± 16,40 88,89 

Model order 10 

1 72,59 ± 10,36 84,44 

2 71,85 ± 11,91 82,22 

3 73,33 ± 9,16 82,22 

4 72,84 ± 9,01 80 

5 75,56 ± 9,55 86,67 

Phase 

synchronization 

PLI 

1 99,06 ± 0,87 99,89 

2 99,06 ± 0,86 99,89 

3 99,05 ± 0,84 99,89 

4 99,06 ± 0,83 99,90 

5 99,05 ± 0,83 99,90 

PLV 

1 99,01 ± 0,88 99,89 

2 99,03 ± 0,86 99,89 

3 99,04 ± 0,85 99,89 

4 99,06 ± 0,83 99,90 

5 99,04 ± 0,83 99,90 

wPLI 

1 97,34 ± 1,33 98,46 

2 97,35 ± 1,33 98,48 

3 97,32 ± 1,30 98,51 

4 97,29 ± 1,28 98,54 

5 97,21 ± 1,27 98,56 

TABLE VII. MEAN AND MAXIMUM CLASSIFICATION RATES FOR ICA, NORMALIZED ITAKURA DISTANCE AND PHASE SYNCHRONIZATION METHODS WITH SVM 

CLASSIFIER (ON BCI COMPETITION 2002 DATABASE) 

Method 

SVM 

Classification rates 

Mean 

± 

standard deviation [%] 

Max 

[%] 

ICA 

INFOMAX 82,27 ± 15,88 100 

SOBI 92,59 ± 12,16 100 

JADE 84,65 ± 15,70 100 

Normalized  

Itakura Distance  

 Model order 6 74,29 ± 11,02 84,44 

Model order 10 75,56 ± 12,01 88,89 

Phase synchronization 

PLI 98,56 ± 1,06 100 

PLV 98,63 ± 1,22 100 

wPLI 96,91 ± 1,15 98,77 
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In order to compare our results to related works, some 
impediments appear. The major one is related to our dataset. As 
our database is not publically one, there are not reported any 
other results using the EEG recordings from this database. The 
results obtained on BCI 2002 competition dataset are consistent 
with other works. In [27] where a time-frequency approach is 
investigated are reported smaller classification rates than the 
classification rates obtained with methods presented. As 
concerning the BCI competition dataset, comparing different 
algorithms at present is still difficult, but as in [28] a global 
remark could be settled that the best choice of the classifier for 
a motor task BCI depends on the feature extraction method 
used in that system. 

V. CONCLUSIONS 

The research evaluated three feature extraction methods and 
five classification methods on two different databases. The 
algorithms are simply to apply and can be exploited by the 
motor imagery paradigms. 

In order to have a proper preparation, the subjects from our 
database executed first the hand movements and then the hand 
movement imagination. For the subjects from the BCI 
competition 2002 database it is mentioned that they were well 
trained. 

Overall the highest classification rates are obtained with 
QDA and with kNN classifier. 

The best feature extraction methods are the phase 
synchronization, Itakura distance and ICA. 

The results point out that the effectiveness of the feature 
extraction method depends on the classification method used 
and there is not a best method that outperforms all the others. 

The future work implies the developing of a new database 
which will contain EEG signals achieved from people with 
disabilities and testing the proposed methods on that database. 
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