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Abstract—A word may have multiple meanings or senses, it 

could be modeled by considering that words in a sentence have a 

fuzzy set that contains words with similar meaning, which make 

detecting plagiarism a hard task especially when dealing with 

semantic meaning, and even harder for cross language 

plagiarism detection. Arabic is known by its richness, word’s 

constructions and meanings diversity, hence changing texts 

from/to Arabic is a complex task, and therefore adopting a fuzzy 

semantic-based approach seems to be the best solution. In this 

paper, we propose a detailed fuzzy semantic-based similarity 

model for analyzing and comparing texts in CLP cases, in 

accordance with the WordNet lexical database, to detect 

plagiarism in documents translated from/to Arabic, a 

preprocessing phase is essential to form operable data for the 

fuzzy process. The proposed method was applied to two texts 

(Arabic/English), taking into consideration the specificities of the 

Arabic language. The result shows that the proposed method can 

detect 85% of the plagiarism cases. 
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I. INTRODUCTION 

A word may have several possible meanings and senses 
due to the richness of natural languages, which make detecting 
plagiarism a hard task especially when dealing with semantic 
meaning, not just searching for patterns of text that are illegally 
copied from others (copy and paste texts from digital resources 
without acknowledging the original resource), this is the most 
and common plagiarism and it’s called literal Plagiarism. The 
dangerous kind of plagiarism is semantic plagiarism also 
named obfuscated plagiarism, the plagiarized passages are 
unseen for existing PD tools like Paraphrasing the text by 
modifying the structure of the original sentences and changing 
their syntactical structure and lexical variations such as 
replacing some of the original words with its synonyms, etc., 
without proper citation or quotation marks, the other type of 
plagiarism is cross-language plagiarism and the aim of our 
work, its importance has grown up recently as semantic content 
of a document could be discreetly plagiarized through 
translation (human or machine-based). CLP consists in 
discriminating semantically similar texts independent of the 
languages they are written in, i.e. an unacknowledged reuse of 
a text involving its translation from one language to another 
and no reference to the original source is given [9]. We can say 
that semantic plagiarism is an idea plagiarism, because the 

texts are changed but ideas in the original texts remain the 
same. 

Similarity is a fundamental and extensively used concept. 
Several similarity measures based on the semantic relatedness 
of words have been proposed these last years, to recover the 
luck of traditional PD methods and technics that give good 
result with literal plagiarism, and do not work with plagiarized 
texts that are semantically similar. 

In this paper, we propose a very detailed fuzzy semantic-
based similarity model for analyzing and comparing texts in 
CLP cases, in accordance with the WordNet lexical database, 
to detect plagiarism in documents translated from/to Arabic. 
Arabic is a language known by its complex linguistic structure 
and translation is often a fuzzy process that is hard to search 
for, which make CLPD a challenging task. We focus on highly 
obfuscated plagiarism cases which are translated and rephrased 
into another text and no reference to the original source is 
given. 

An important task in any text analysis application is the 
creation of a suitable target data set to which models and 
algorithms can be applied is preprocessing, such as 
tokenization, part-of-speech (POS) tagging, lemmatization and 
stop words removal for deleting meaningless words and text 
segmentation is done using word 3gram. 

Fuzzy semantic-based approach is obtained based on the 
fact that words from two translated compared texts have, in 
general, a Strong fuzzy similarity words of the meaning from 
the second language. 

II. RELATED WORK 

From the review of literature, several works have been 
made to detect the likeness between texts documents, limited 
researches have concentrated on obfuscated plagiarism 
detection that integrate the semantic relationships between two 
candidate texts, thus a few researches in CLPD especially in 
Arabic. Therefore, this section presents several recently 
proposed plagiarism detection techniques founded on semantic 
similarity measures and fuzzy semantic-based models based on 
lexical taxonomies such as WordNet. 

Alzahrani et al. [1] presented a semantic based plagiarism 
detection technique, which used fuzzy membership function to 
calculate the degree of similarity. The method developed in 
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four main stages. First is preprocessing, contains tokenization, 
stop words removal and stemming. Then the use of Jaccard 
coefficient and shingling algorithm to retrieve candidate 
documents list for each suspicious document. Detailed 
comparison is carried out next between the suspicious 
document and the corresponding candidate documents. Fuzzy 
similarity is calculated, it varies between 0 to 1; 0 for 
completely different sentences and 1 for duplicate sentences. 
The decision is based on the calculated fuzzy similarity 
compared to a threshold. In the end a post-processing is carried 
out where consecutive sentences are combined to form 
paragraphs. 

Osman et al. [2] proposed an approach based on a Fuzzy 
Inference System and Semantic Role Labeling (FIS-SRL), the 
technique analyses and compares text based on a semantic 
allocation for each term inside the sentence. The proposed 
method generate arguments for each sentence semantically, 
and then chooses for each argument generated by the FIS in 
order to select important arguments. The FIS select the most 
important arguments, and uses the results in the similarity 
calculation process. Authors evaluate the method using PAN-
09 corpus and found that gave good results; but it is required a 
lot of calculation. 

Gupta, et al. [3] uses different preprocessing methods based 
on NLP techniques, authors shows that similarity calculation 
could be improved using fuzzy semantic similarity measures 
and introduce a measure that provide an important amelioration 
in the efficiency and accuracy of the system compared to the 
original method offered by Alzahrani et al. The system 
evaluated using PAN 2012 data set. 

Ahangarbahan et al. [4] proposed a method based on lexical 
and semantic features of Persian texts. A necessary first step 
gather preprocessing, stop word removing and dividing the text 
into two parts: general and domain-specific knowledge words, 
after that the system was designed to measure text similarity. 

Alzahrani et al. [5] presented a fuzzy semantic-based model 
for plagiarism detection based on fuzzy rules and semantic 
information from words in compared texts. Firstly, extracting 
features from texts to implement n-gram/sentence segments 
and POS-related semantic spaces. Secondly, evaluating fuzzy 
rules to judge the similarity in compared texts wherein word-
to-word semantic similarity was studied based on Wu and 
Palmer similarity measure, a learning method that combines a 
permission and a variation threshold is used to decide true 
plagiarism cases. 

III. FUZZY SETS THEORY FOR CLPD 

Fuzzy logic is an extension of Boolean logic by Lofti 
Zadeh in 1965 based on his mathematical theory of fuzzy sets, 
which is a generalization of the theory of classical sets. The 
membership of an elements in a classical set is evaluated in 
binary terms—an element either belongs to the set 
(membership is1) or does not belong (membership is 0). Fuzzy 
set theory permits the gradual assessment of the membership of 
elements in a set; this is described with the aid of a 
membership function valued in the real unit interval [0, 1] [6]. 
Fuzzy set theory can be used in a wide range of domains 
especially for handling uncertain and imprecise data. 

 
Fig. 1. The extension principle of Zadeh. 

Cross Language Plagiarism might be further than we could 
expect, a fuzzy complex operation. So the use of fuzzy sets 
theory in CLPD can be modeled by considering that each word 
in a document is associated with a fuzzy set that contains 
words with same meaning, and there is a degree of similarity 
between words in a document and the fuzzy set [7]. 

The result of several research focuses on the importance of 
preprocessing on Part-Of-Speech (POS) level and its 
integration with fuzzy based methods for an efficient 
identification of similar documents [8]. 

As mentioned before, fuzzy semantic-based approach can 
be modeled by considering that words in a sentence (from two 
compared texts) have a fuzzy set that contains words with 
similar meaning with a degree of similarity (usually less 
than 1) (Yerra & Ng 2005) which could be considered as the 
application of the extension principle of Zadeh for fuzzy set 
(Fig. 1). 

Fuzzification is one of the main components in Fuzzy 
inference systems. In the fuzzifier process, relationships 
between the inputs and linguistic variables are defined by a 
fuzzy membership functions, for this work to fuzzify the 
relationship of word pairs (from text pairs), we proposed Wu 
and Palmer (1994) semantic similarity metric as a fuzzy 
membership function. 

IV. WU AND PALMER 

Lexical and semantic-based features and similarity metrics 
have been widely used in plagiarism detection to assess the 
extent of similarity between two the texts. An important 
number of similarity measures have been proposed in the last 
few years, lch (Leacock and Chodorow, 1998), wup (Wu and 
Palmer, 1994), res (Resnik, 1995), lin (Lin, 1998), lesk 
(Banerjee and Pedersen, 2003), and hso (Hirst and St Onge, 
1998) [12]-[15] metrics which we discussed and used for 
CLPD in [9]. 

In this paper, we used Wu & Palmer (1994) [11] which has 
been widely used (Lin et al., 1998; Lee, 2011; Alzahrani et al. 
2015). WUP metric relates the depth of the words’ synsets in 
the DAG taxonomy and the depth of their LCS (or the most 
specific ancestor). 

Semantic Similarity refers to similarity between two 
concepts in a taxonomy such as the WordNet (Miller, 1995) 
[16], where lexes are arranged into groups called synsets 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 9, 2017 

88 | P a g e  

www.ijacsa.thesai.org 

(synonyms sets), synsets that share a common property are 
linked with more general words called hypernyms, and most 
specific words called hyponyms. The proposed algorithm 
(Wu&Palmer) uses WordNet to automatically evaluate 
semantic relations between words, in WordNet, a word may 
have one to many synset, each corresponding to a different 
meaning. 

The WUP measure calculates similarity by considering the 
depths of the two concepts in the WordNet taxonomies, along 
with the depth of the LCS (Least Common Subsumer (LCS) 
(Fig. 2), the formula is [11] : 

         
          

                   
          (1) 

 

Fig. 2. Directed-Acyclic-Graph (DAG) for WordNet. 

V. PREPROCESSING 

The work presented in this paper treat intelligent 
multilingual plagiarism detection using Fuzzy-Semantic 
Similarity based methods. Input texts are from two different 
languages, the creation of a suitable target data of each 
document is elementary, and various preprocessing methods 
based on NLP techniques are implemented (Fig. 3). 

 
Fig. 3. Texts preprocessing for CLPD. 

The important ones could be described as follows: 

Tokenization – This is the process of segmenting running 
text into linguistic units, called tokens, such as words and 
sentences. A token is more than simply identifying strings 
delimited on both sides by spaces or punctuation. It is a 
linguistically significant word and methodologically useful 
Word tokenization is generally considered as easy relative to 
other tasks in natural language, especially in language that 
separates words by a special 'space' character. However, for our 
case subject and verb may be as one single word in Arabic 
language. 

Stop words refer to the most common words in a language, 
usually does not contribute to the semantic meaning of the 
sentence, such as ―a‖, ―an‖, ―the‖, ―is‖, ―are‖, etc. for English 
and ―ًثم― ,‖من― ,‖إلى― ,‖و― ,‖ف‖, etc. for Arabic. Since all the 
work is semantic based, so to reduce computation time and 
avoid any meaningless comparison, stop words will be 
removed from the two documents. Stop words list contain the 
173 most frequent words of the English and 104 word for 
Arabic language. 

In the proposed system Part-of-speech disambiguation (or 
POS tagging) with Stanford CoreNLP is used [10]. POS 
tagging is the process of assigning a part-of speech marker to 
each word in an input text. 

Lemmatization – This is to remove inflectional and 
derivationally related forms of a word to a common base form 
or dictionary form using vocabulary and morphological 
analysis (called lemma). The use of lemmatization and not 
stemming is based on two facts, first that a lemma is the base 
form of all its inflectional forms. However, the stem can be the 
same for the inflectional forms of different lemmas, providing 
then noise to our search results, results found also in (Alzahrani 
and Salim, 2010) [1] work, the second is WordNet is based on 
―lemmas‖ rather than ―stems‖ which should facilitate finding 
the appropriate synset. The produced dictionary base forms 
(lemmas) are more appropriate for semantic comparisons of 
two sentences based on their (lemmatized) words derived from 
the WordNet. 

Text segmentation – Text is segmented into word 3-grams 
(W3G) and sentences based on [5] authors compared several 
segmentation (word 3-grams (W3G), word 5-grams (W5G), 
word 8-grams, and sentences (S2S)) to see which approach can 
better handle intelligent plagiarism cases with the proposed 
fuzzy semantic-based similarity method, and concluded that 
W3G gives better results. 

VI. PROPOSED METHOD 

A fuzzy semantic-based approach can be modeled by 
considering that words in a sentence (from two compared texts) 
have a fuzzy set that contains words with similar meaning 
(approximate or vague) with a degree of similarity (usually less 
than 1) between words (in a sentence) and the fuzzy set (Yerra 
& Ng 2005). Word-to-word relationships can be based on 
different assumptions (Fig. 4). 
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Fig. 4. Relationships between two words. 

Various semantic similarity metrics of words have been 
proposed regarding their relationship in the WordNet [16] 
lexical database [9], based on (Alzahrani et al. 2015) [1] work 
and (Ezzikouri et al. 2016) [9]; Wu & Palmer gives interesting 
results. Therefore, to fuzzify the relationship of word pairs 
(from input texts), we used Wup measure as a fuzzy 
membership function, (1) will be expressed as follow: 

aibj = ( , )i jWup a b     (2) 

The fuzzy relationship between two words ranges between 
1, for words that are identical or have the same meaning (i.e. 
synonyms), and 0 for words that are totally different (i.e., do 
not have any semantic relationship). A fuzzy inference system 
was constructed to evaluate the similarity of two texts and infer 
about plagiarism. 

To evaluate the relationship of a word in one text with 
regard to words in the other text, we can use the fuzzy PROD 
operator as in the following formulas: 

         ∏       (     )             
 

       (3) 

         ∏       (     )             
 

Then we calculate the average sum: 

       ∑         
 
       (4) 

The inputs are two texts from two different languages 
passed by various step before obtaining the result, as 
mentioned before in section (5) preprocessing is an important 
step and contain several NLP processes and W3G 
segmentation, so it is obvious that the first step of our system is 
the preprocessing step. The inputs texts passes to preprocessing 
with some differences view that Arabic is a rather difficult 
language to treat. The resulting texts are used as inputs to the 
fuzzy inference system, then Wu and Palmer semantic 
similarity measurement is modeled as a membership function. 
The output is a similarity score between input texts. This can 
be modeled and resumed in the algorithm below: 

 

EXAMPLE 

In this example, the second text is translated and reworded 
from the first one, but the meaning has remained almost the 
same. Texts Ar and En pass first by preprocessing and then to 
the fuzzy system. 

تهدف  ،وٌكٌبٌدٌا هو مشروع موسوعة عالمٌة متعددة اللغات على الانترنت ‖ 
 عجمٌ للتحقق،لتوفٌر محتوى ٌمكن إعادة استخدامه بحرٌة وموضوعٌة وقابل 

تعدٌل وتحسٌن من المتطوعٌن، وٌمكن للجمٌع  محرري مقالات وٌكٌبٌدٌا هم
 .‖المحتوى

―Wikipedia is an online, universal, multilingual and wiki-
based encyclopedia project. Wikipedia aims to provide freely 
reusable, objective and verifiable content that everyone can 
modify and improve. All the editors of Wikipedia articles are 
volunteers.‖ 

An important task in any plagiarism detection/natural 
language processing application is the adaptation and the 
formatting of a suitable data to which plagiarism detection 
processes and algorithms could be applied. This is particularly 
important in this paper due to the characteristics of Arabic 
language and translation operation. 

The purpose of preprocessing is to keep only the useful 
information for the PD analysis. 

The two texts after the preprocessing process (tokenization, 
stop words removal, post-tagging…) are shown in Fig. 5 and 6. 
 

 
Fig. 5. Preprocessed Arabic text. 

 
Fig. 6. Preprocessed English text. 

Algorithm: FCLPD 

Inputs: Text A , Text B 

Output: CPD(A,B) 

BEGIN 

Preprocessing for Text A 

Preprocessing for Text B  

For each segment Ai A do 

For each Segment Bj B do 
Input Ai and Bj to fuzzy inference system 

Compute Wup(Ai,Bj) 

If CPD(Ai,Bj) is true 

Add (Ai,Bj) to Output 

   End If 

End of loop For 

End of loop For 

END 
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The analysis of both texts means that every segment in text 
Ar will be compared with every segment in text En. It is clear 
that both texts are identic and segments of the first sentences 
are almost the same by a percentage of 88.13%, and the 
segment Ar2 and En2 are similar to a high degree of 64.86 %, 
also Ar4 is the same as En3 to a degree of 99.96%, same thing 
could be noticed for the last segments. If we compare the two 
whole texts, it will give a percentage of 76.75% semantic 
similarity, which is a high rate of plagiarism. 

VII. CONCLUSION 

Fuzzy-Semantic based automatic multilingual plagiarism 
detection is presented in this paper. Different pre-processing 
methods based on NLP techniques were used, principally 
lemmatization, stop word removal and POS tagging for both 
Arabic and English languages. Texts were segmented to Ngram 
segmentation (3G is the best for this case). Wu and Palmer 
similarity measure is used to evaluate the similarity in 
compared texts. It also shows how similarity calculation can be 
enhanced using fuzzy-semantic similarity measures. Future 
works will be extended using fuzzy-semantic based with other 
measures from our previous work [9]. 
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