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Abstract—This paper presents a study of a multivariable
Adaptive Generalized Predictive Controller and its application
to control the thermal behaviour of an agricultural greenhouse,
which is composed of a number of different elements (cover,
internal air, plants, soil, actuators and sensors). The thermal
model was obtained after the study of energy balances reacting
the physical behavior of the greenhouse. For this reason, we opted
to estimate the dynamic model of the greenhouse with algorithm
based on recursive least squares (RLS) method. Simulation results
are exposed to show the controller’s performances in terms of
response time, stability and the rejection of disturbances.
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I. INTRODUCTION

The role of the agricultural greenhouse is to produce a crop
while avoiding the local climate. It helps to improve the yield
of plants [1], and to grow plants that would not survive the
natural climate. The most general objective of the producer is
to place on the market quantities of agricultural products in
relation to the economic demand. For this, he must determine
the favorable conditions according to the biological needs of
the plant.

The “climate” inside a greenhouse depends on its ven-
tilation. The aeration process is complex, it participates in
most of the heat and mass exchanges with the outside, and
its control allows to control the physical parameters such
as temperature, humidity, or gas concentrations, like CO2

for example. This control is essential to maintain the plants
in favorable metabolic conditions (respiration, photosynthesis,
transpiration) and in a satisfactory biological state. Adaptive
control is necessary to control the greenhouse throughout the
functional life of production [2].

In this article we will compare two very famous control
strategies, namely, the generalized predictive auto-tuning con-
trol (GPC) and the generalized minimum variance (GMV) [3],
developed respectively by D. clark 1988, and Astrom and
Wittenmark 1973. The GPC control is an extension with an
extended horizon of the GMV. This method of control is an
approach which has proven its performances in industry. Its
algorithm is easier, flexible and robust with respect to other
methods. It is applicable to all types of processes, be it variable
delay, long or unknown processes, non-minimal phase shift
processes, as well as unstable processes (open loop). However,
to effectively control the microcilmat in the greenhouse, we
chose an adaptive controller that allows online identification

of greenhouse parameters and at every moment it calculates
the control law that allows to follow in real time the needs of
the plant. Although this is based on the recursive least-squares
identification (RLS).

To clarify this, we propose in this paper in Section 2, the
proposed control approaches GPC and GMV. In Section 3, we
present the adaptive control based on online RLS identification
method, in Section 4 the simulation results are discussed.
Finally in Section 5, a conclusion with future work prospects.

II. DESIGN OF MULTIVARIABLE ADAPTIVE
CONTROLLERS

A. Greenhouse design

The control structure [4] chosen for the greenhouse of
Fig. 1 shows that the system has two control inputs: heating
(Rc) and ventilation (Vt), and two outputs to be measured:
temperature (Ti) and humidity (Hi), with
Rc: heating energy applied to the plant (KW ).
V t: ventilation angle outside the greenhouse (C).
To,Ho: air temperature and relative humidity outside the
greenhouse (C, /100).
Sr: Solar radiation (W / m).
Ti,Hi: air temperature and relative humidity inside the
greenhouse (C, /100).
Sw: wind speed outside the greenhouse (km/h).

Fig. 1. Schematic diagram of controlled greenhouse.

B. CARIMA Representation

To describe the discrete behaviour of the greenhouse con-
sider a CARIMA [5] (Controlled Auto-Regressive Integrated
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Media Moving) model

A(q−1)y(t) = B(q−1)U(t− 1) + Υ(t)
C(q−1)

∆
(1)

Where A, B and C are polynomials in the back-ward shift
operator q−1:

A(q−1) = 1 +A1q
−1 + . . .+Ana

q−na (2)

B(q−1) = B0 +B1q
−1 + . . .+Bnb

q−nb (3)

C(q−1) = 1 + C1q
−1 + . . .+ Cncq

−nc (4)

Υ is an uncorrelated random sequence, ∆ is the difference
operator 1− q−1. For simplicity, C(q−1) is chosen to be 1 to
give the model:

C. Generalized Adaptive Controller GPC

To simplify the implementation of the adaptive GPC con-
troller [6], the Diophantine resolution is necessary

A(q−1)Y (t) = B(q−1)U(t− 1) +
Υ(t)

∆
(5)

Then the predicted output Y (t+ j) for the prediction step
j is

Y (t+ j) = EjB∆U(t+ j − 1) + Fjy(t) + EjΥ(t+ j) (6)

Since Ej(q
−1) is a polynomial of degree j, the noise

components are all at the next discretization steps, so that the
optimal predictor, given the measured output data, is explicitly

Ŷ (t+ j|t) = Gj∆U(t+ j − 1) + FjY (t) (7)

Where, Gj(q
−1) = EjB Ŷ (t+ j|t)

I = EjA∆q−jFj(q
−1) (8)

Where, Ej Fj A(q−1) Given A(q−1) denote A as Ã =
A∆, such that Ã = 1 + Ã1q

−1 + . . .+ Ãna
q−na+1

B = EjBÃ+Bq−jFj (9)

EjB =
B[1− q−jFj ]

Ã
(10)

Gj =
B[−q−jFj ]

Ã
(11)

Consequently, using the recursion of the diophantine equation,
so as to obtain the polynomials Ej+1 and Fj+1 Considering
the values of Ej and Fj [7]

F1 = −(Ã1 + . . .+ Ãna+1q
−na) (12)

Fj = Fj,0 + Fj,1q
−1 + . . .+ fj,na

q−na (13)

with i = 0, 1 . . . , na − 1

Fj+1,i = Fj,i+1 − ãi+1Fj,0 (14)

and for i = 0, 1 . . . , na − 1

Fj+1,na = −ãna+1Fj,0 (15)

Where,

G1 = B = B0 + . . .+Bnbq
−nb (16)

for nGj = nb+ j − 1

Gj = Gj,0 +Gj,1q
−1 + . . .+Gj,ngjq

−ngj (17)

and for i = 0, 1 . . . , j − 1

Gj+1,i = Gj,i (18)

Also we can write for i = j, 1 . . . , j + nb + 1

Fj+1,i = Gj+i +Bi−jFj,0 (19)

Gj+i,nb+j = Bnb
Fj,0 (20)

The term E may be separated by a second Diophantine
equation in Gj and Hj as follows:

EjB = Gj + q−jHj (21)

Gj = Gj
0 +Gj

1q
−1 + . . .+Gj

j−1q
−j+1 (22)

Hj = Hj
0 +Hj

1q
−1 + . . .+Hj

nh
q−nh (23)

Equation (7) can be rewritten as

Ŷ (k+j) = Gj∆U(k+j−1)+Hj∆U(k−1)+FjY (k) (24)

And which considers the following quantities:
HN1

∆U(k − 1) + FN1
Y (k)

HN1+1∆U(k − 1) + FN1+1Y (k)
. . .
. . .

HN2
∆U(k − 1) + FN2

Y (k)

 (25)

Adopt a reference sequence W is available. In most cases
W will be a constant w equal to the current set-point W (t).
The purpose of the predictive control law is to drive the future
outputs Y close to future set-point W in some sense [8].

The basic cost function used in GPC has the form [9]

J = (Ŷ −W )T (Ŷ −W ) + ŨT ΛŨ (26)

with

Λ =




λ1 . . . 0
... . . .

...
... . . .

...
0 . . . λm

 0

0


λ1 . . . 0
... . . .

...
... . . .

...
0 . . . λm




(27)
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Ũ = [∆U(t),∆U(t+ 1) + . . .+ ∆U(t+N2 − 1)]T (28)

and

F = [F (t+ 1), F (t+ 1), . . .+, F (t+N2)]T (29)

As cited previously, the first j terms in Gjq
−1 are the

parameters of the step-response and therefore Gij = Gj for
j < i.
G is then a matrix of dimension (m(N2 −N1 + 1)×mNu
GN1−1 Λ G0 Λ Λ 0
GN1

GN1−1 Λ G0 Λ 0
M M 0 0 0 M

GNu−1 GNu−2 GNu−3 Λ Λ G0

M M M M M M
GN2−1 GN2−2 GN2−3 Λ GN2−Nu+1 GN2−Nu


(30)

Where, N1 and N2 represent minimum and maximum pre-
diction horizons, respectively. Nu represents a control horizon
[9].

Given that the first element of ũ is ∆u(t) so that the current
control u(t) is given by:

Uopt(t) = U(t− 1) + ∆Uopt(t) (31)

with
∆Uopt(t) = M1(W − Fc) (32)

The benefit of the GPC algorithm [10] is the expectations
made about future control actions. As an alternative of allow-
ing them to be free as for the above improvement, GPC uses
the idea that after an interval NU < N2 predictable control
steps are supposed to be zero, so we have

∆U(t+ j − 1) = 0 , j > NU (33)

D. Generalized Minimum Variance Controller GMVC

After seeing the following steps for the design of the GPC
controller [11], in the following section we also detail the
GMV controller.

Consider the stochastic matrix polynomial model:

A(q−1)y(t) = B(q−1)q−1u(t) +D(q−1)v(t) (34)

is assumed, with

D(q−1)y(t) = D0 +D0q
−1 + . . .+Dmq

−m (35)

A generalized minimum variance controller [12] is obtained
by minimizing the criterion.

I(k + d+ 1) =

E[y(k + d+ 1)− w(k)]T [y(k + d+ 1)

− w(k)] + [u(k)− uw(k)]TR[u(k)− uw(k)
(36)

With R = RT positive semi-definite uw(k) is the offset
steady state value of u(k)

uw(k) = B−1A(1)w(k) (37)

Corresponding to (36) the process and signal model is split up
into

qd+1y(t) = A(q−1)[B(q−1)qu(t)

L(q−1)v(t)] + F (q−1)qd+1v(t)
(38)

Where, the new matrix polynomials are defined by:

F (q−1) = I + F1q
−1 + . . .+ Fdq

−d (39)

L(q−1) = L0 + L1q
−1 + . . .+ Lm−1q

m−1 (40)

Their parameters are determined by:

D(q−1) = A(q−1)F (q−1) + q−(d+1)L(q−1) (41)

The term I(k+d+1) is rewritten in the time domain [13],
knowing that [∂I(k + d+ 1)/∂u(k)] = 0 we obtain:

BT
1 (q−1)[A(q−1)[B(q−1)qu(t) + L(q−1)v(t)]

−w(q−1] +R[u(k)− uw(k)] = 0
(42)

Where, v(t) can be reconstructed by:

v(t) = D−1(q−1)[A(q−1)y(t)−B(q−1)q−1u(t)] (43)

The control vector resulting from the GMV algorithm [14]
is written as:

u(t) = [F (q−1)D(q−1)B(q−1)q + (BT
1 )−1R]−1

(I + (BT
1 )−1RB−1(1)A(1)]w(q)

−A−1(q−1)L(q−1)D−1(q−1)A(q−1)y(t))

(44)

If R = 0 is set, The minimum variance controller result is:

u(t) = B−1(q−1)
q−1

1 + q−(d+1)
[A(q−1)[w(t)− y(t)]]

+ [D(q−1)− L(q−1)]v(t)]

(45)

Where, v(t) must reconstructed from (43). This controller
yields for the closed-loop system

y(t) = F (q−1)v(t) + q−(d+1)w(t) (46)
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III. ADAPTIVE CONTROL ALGORITHM

The general structure of the multivariable adaptive control
applied to the agricultural greenhouse is shown in Fig. 2. The
online identification of the parameters of the greenhouse is
made in such a way as to converge towards the real values
using the least squares recursive method [15].

Fig. 2. Adaptive control strategy.

Y (k) = θT (k)ϕ(k) (47)

Where, θ is the vector of the unknown parameters defined
as

θT (k) = [a11(k), . . . , d24(k)] (48)

In (47), ϕ(k) is a regression vector partly consisting of
measured input/output variables and is defined as:

ϕ(k) = [Ti Hi Rc V t To Ho Sr Sw] (49)

The parameter vector is calculated by the following recur-
sive algorithm [11]:

θ(k) = Argmin

k∑
i=1

λk((y(k)− ϕT θ̂(k))2 (50)

θ̂(k) = θ̂(k − 1) +K(k)[(y(k)− ϕT θ̂(k − 1))] (51)

K(k) =
P (k − 1)ϕ(k)

λ+ ϕT (k)P (k − 1)ϕ(k)
(52)

K(k) =
1

λ
(P (k − 1)−K(k)ϕT (k)) (53)

IV. SIMULATIONS AND RESULTS

After identifying the agricultural greenhouse by a math-
ematical model in space state, the validation phase of the
model by the simulations made on the greenhouse is necessary.
The purpose of this paragraph is to test in simulation mode
the control law multivariable predictive GPC on the identified
discrete model of the greenhouse and compare it with the
multivariable GMV control.

Then, the discreet model of the greenhouse is written by:

A1 =

[
−0.1 0.2
0.33 0.4

]
; A2 =

[
−0.5 0.66
−0.77 0.8

]

B0 =

[
−0.1 0.2
−0.3 0.4

]
; B1 =

[
0.5 −0.6
−0.7 0.8

]
;

B2 =

[
0.9 −0.1
0.11 −0.12

]
The subsequent experiments represent variations of humid-

ity and temperature set points in the greenhouse process. In
general, each trial track can be separated into three sequential
phases. Through the first, start-up phase the system plant is
achieving steady state around the operation points. The second
one is a suitably chosen identifying phase using acquired
data, which gives us an initial estimation of CARIMA model
parameters. The third phase finally displays the results of the
adjusted multivariable adaptive GPC controller. Several of real-
time tests had been simulated in order to choice parameters
that would offer the desired controller performance. As a final
point, the succeeding values of design parameters were set.

• For adaptive GPC control sampling times T = 1.5s,
horizons N1 = 1, N2 = 10, Nu = 4, dead time d = 3
and weights [λ1, λ2] = [0.97, 0.95]

• For the cases using GMV as the control algoritlim,

R =

[
10 1
5 10

]
is used.

In the following figures we present the simulations made
for the two adaptive controllers. For the GMV controller the
influence of the multivariable coupling of the parameters of
the greenhouse is clearly felt on the first control at the time
of the change of the setpoint applied to the second output
(Fig. 3 and 4). The first control reacts so that the air temper-
ature is disturbed by the change in behavior that affects the
airflow.

Fig. 3. The input control of the greenhouse with the AGMV controller.

www.ijacsa.thesai.org 344 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 1, 2018

Fig. 4. Responses of greenhouse air temperatures and relative humidity using
the AGMV controller.

With the observation of Fig. 3 and 4 for the GPC controller,
we note despite the presence of the coupling between the
variables of the thermal process, the set point change in real
time on both the first output (top) and the second output
(bottom) has less impact on both outputs. The inputs controls
applied to the system are given in Fig. 5.

Fig. 5. The input control of the greenhouse with the AGPC controller.

Fig. 6. Responses of greenhouse air temperatures and relative humidity using
the AGPC controller.

The evolution over time of the dynamic parameters of
the greenhouse is illustrated in Fig. 6. These parameters
are initialized to values less than unity, but they are then
recalculated taking into account the thermal behavior of the
greenhouse. When the disturbed load is applied, the parameters
are again re-estimated.

The aim purpose of this study was to compare the perfor-
mance of the two adaptive controllers AGPC and AGMV for
disturbance rejection as well as set-point tracking. The various
simulation tests show that the GPC adaptive controller is more
powerful than the GMV adaptive controller. In fact, the output
response of the greenhouse follows the fixed setpoint for both
controllers as shown in the figures Fig. 4 and 7. The only
difference is the way in which the output arrives at the setpoint.

Fig. 7. The online estimation of the greenhouse’s parameters A1, A2, B0,
B1.

Moreover, for the GPC controller the output is characterized
by a better stability and a lack of the oscillations of overtaking
by comparing to the GMV controller, while the control effort
is better for the GMV controller.

V. CONCLUSION

A Summary Comparison of GPC Adaptive Controllers and
GMV is rigorously implemented for controlling the tempera-
ture and humidity of the air inside the environment of a green-
house, based on least-square estimation technique. The control
objective is to enforce the air temperature set point within the
greenhouse to track its desired value. It appears, using real
results and simulation that the GPC adaptive controller retains
so much stability and robustness in comparison with the GMV
adaptive controller.

As future work, the global microclimate of the greenhouse
taking into account the external and internal disturbance will
be developed, in order to meet the basic needs of greenhouse
cultivation.
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