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Abstract—The objective of this study is to develop a non-

invasive method of early identification and classification of voice 

pathologies and neurological diseases by speech processing. We 

will present a new automatic medical diagnosis tool which can 

assist specialists in their medical diagnosis. The developed 

strategy is based on speech acquisition of the patient followed by 

audio features extraction, training and recognition by using the 

HTK toolkit. The computed parameters are compared to 

standard values from a codebook database. The experiments and 

tests are conducted by using the MEEI pathological database of 

KEY Pentax. The obtained results give good discrimination with 

a mean pathology recognition ratio about 95%. Finally, this E-

Health application is helpful for the prevention of specific 

diseases and improving the quality of patient care as well as 

reducing the costs of healthcare. 
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I. INTRODUCTION 

Developments of non-invasive methods for voice 
pathology diagnosis were developed in order to assist medical 
staff and otolaryngologists to conduct objective and efficient 
diagnosis. At present a number of classic diagnostic tools are 
available on the market which were based on speech 
measurements and imaging analysis. 

Many studies which used the speech features extraction 
succeeded to obtain acceptable discrimination ratio between 
normal and pathologic speakers. Some of them have achieved 
classification accuracies between 70% and 90% [1]. In fact, 
acoustic analysis allows estimating a large amount of long-
term acoustic parameters such pitch, formants, jitter, shimmer, 
Amplitude Perturbation Quotient, Harmonics to Noise Ratio 
and Normalized Noise energy [2]. These features are very 
useful for characterizing speaker disorders especially if they 
are associated with MFCC or RASTA-PLP coefficients. 

In other references, advances in speech processing have 
contributed to the identification of some neurological diseases 
(Parkinson, dyslexia, scleroses) by voice parameters analysis. 
The developed method is based on the determination of 
speech parameters of a speaker from a hardware interface and 
software for digital acquisition and processing of the speech 
signal [3]. In this research, we will develop a speech 
processing tool for clinical observation and detection of 
pathological. This interface is intended, not only for patients 

but also for people currently using voice (singers, teachers). 
The methodology is very easy and is based on a voice 
recording. Then, the extracted speech parameters are applied 
as inputs to the famous HTK toolkit (HMM classifier). The 
results are compared with normal and pathological values for 
a detection and classification disease by using the famous 
MEII database [4]. 

II. RELATED WORKS 

During the last decade, several digital methods of 
pathological identification from speech processing have been 
used for the classification and early identification of some 
diseases. These strategies can be classified into three 
categories: 

 The first method is based on the extraction of acoustic 
parameters and the search of new descriptors and 
metrics of quality, distortion and voice irregularities 
such as MFCC, RASTA, LPC coefficients, Jitter, 
Shimmer and Harmonic ratio. The MFCC parameters 
were considered in other numerous studies, such as [5] 
and [6]. In [5] subjects with nodules, edema and 
unilateral vocal fold paralysis were analyzed with not 
encouraging accuracy results (78%), while in [6] 
patients suffering from spasmodic dysphonia were 
selected. 

 The second one is based on machine learning 
techniques such as SVM and LDA. Among several 
machine learning techniques existing in literature, 
Support Vector Machine (SVM) has been widely used 
in voice signal processing such as the work of 
L.Godino [7] and S.N. [8] with accuracy ratio of 86%. 

 The third is a statistical method which uses Hidden 
Markov Models (HMM) or Gaussian mixtures (GMM). 
It is based on learning and testing procedures for voice 
recognition and classification. The learning procedure 
constitutes the codebook (database of speech models 
and parameters), hence the testing procedure consists 
the audio real time acquisition and recognition step. 

For example, Emary [9] uses GMM algorithm on a very 
small subset of the SVD database containing 38 pathological 
and 63 healthy voices in order to identify neurological 
disorders. 
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A. The Studied Voice and Neurology Pathologies 

Vocal fold pathologies can be classified as physical, 
neuromuscular, traumatic and psychogenic diseases. They 
affect the voice quality. Several voices, neurological, organic 
or genetic diseases are associated with speech disorders and 
dysfunctioning [10]. In fact, a voice disorder can generate a 
language disorder causing degradation of the voice and its 
intelligibility. These disorders can be divided into next 
classes: 

 Dysphonia: It can be considered as an abnormality of 
the speech production and quality or a paralysis or a 
kind of laryngitis. 

 Dysarthria: Is a speech disorder related to paralysis or 
to poor coordination of the muscles involved in the 
articulation. This disease has a neurological origin and 
conducts to dyslexia disease for children. 

 Aphasia: Is a language disorder due to a lesion of the 
cerebral cortex. The patient no longer includes the 
meaning of words or can no longer be expressed [10]. 

 Sclerosis is a neurological disease in which affects the 
brain of a part of the brain and spinal cord [11]. It 
causes muscle weakness, trouble with sensation, 
coordination and speaking [12]. 

 Parkinson and Alzheimer are neurological diseases 
which affects the brain controls then body mechanisms 
and articulations. 

B. Speech Aspects 

The speech signal is full of physiological and acoustic 
parameters. It can inform as about the identity of the speaker, 
its health and even its emotional state. 

The speech is characterized by its variability in amplitude 
and phase and its non-stationary behaviour. It is the result of a 
convolution between a phonation (glottis source) and an 
articulation (vocal tract). The source is characterized by the 
pitch F0, yet the vocal tract is characterized by a formant 
structure which reflects the resonance of the vocal tract given 
by the formants (F1,F2,F3,..) [12]. For example, Fig. 1 and 2 
represent an illustration of the waveform, spectrogram, pitch 
and formants parameters of speech and music signals. 

 
 

Fig. 1. Speech Waveform & Spectrogram. 

 
Fig. 2. Pitch Evolution of a Female Speech “Bientot.Wav” Sampled at 

Fs=11025Hz. 

Fig. 1 and 2 represent the waveform, spectrogram and 
pitch profile of a female speech signal “bientot.wav” sampled 
at 11025Hz. According to Fig. 2, we can observe that mean 
pitch frequency is about 245Hz with a silent zone between 
0.25 and 0.4 seconds. 

The wide band spectrogram of Fig. 1 shows the formantic 
character of the speech illustrated by the red curves. 

III. MATERIALS AND METHODS 

In this work, we used the statistical HMM method, 
because it is very famous for speech recognition and synthesis 
and gives high accuracy for classification especially for high 
databases and noised environments. Other references used 
SVM, LDA and GMM classifiers [13, 14]. 

A. Speech Pathology Database 

We have used the MEEI database of disordered voice (Kay 
Elemetrics Corporation) which was produced by the Kay 
Pentax [4]. The database is composed of many data dealing 
with the assessment of voice pathologies. It is considered as 
the most widely used dataset for research in pathological voice 
classification. The KAY database includes recordings of 
vowels pronounced by 53 normal subjects and 657 
pathological voices coming from several diseases. The 
technical sheets are provided with the Recording and data 
files, containing information on the subjects (age, sex, 
language, smoking or not) and the results of the analysis 
calculated by the software MDVP. 

TABLE I. CONTENT OF THE MEII DATABASE 

Pathology Number of patients 

Dysarthria 17 

Gastric Refux 12 

Ventricular compression 17 

Nodule 6 

Odeme 15 

Disphonia 22 

Normal 17 

        Speech waveform 

waveform 

            Spectrogram 

waveform 

  Pitch 

        Speech waveform 

waveform 

https://en.wikipedia.org/wiki/Demyelinating_disease
https://en.wikipedia.org/wiki/Human_brain
https://en.wikipedia.org/wiki/Spinal_cord
https://en.wikipedia.org/wiki/Sensation_(psychology)
https://en.wikipedia.org/wiki/Demyelinating_disease
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Fig. 3. The Training and Classification Method. 

This software is also exclusively produced by Kay Pentax 
Corporation and is widely used in the clinical field as a tool 
for the recording and analysis of patient‟s voice. The available 
pathologies are: the dysphonia, nodules, paralysis, polypoïde 
degeneration, and vocal cords disorder. These pathologies are 
recorded up to 10 seconds by men and women. Table I gives 
more details about the content of this database. 

B. Pathology Identification with HMM 

We have used the famous HTK platform based on the 
Hidden Markov Models (HMM) in order to recognize the 
pathological voices and a further disease classification. This 

tool is a set of libraries and programs in C language developed 
at Cambridge University under the direction of Young in 1989 
[15] in order to develop a performing technical Automatic 
Speech Recognition System. This toolkit is composed of: 

 a speech database  

 a training procedure by using the Baum-Walch and K-
means algorithm for speech modeling. This step is 
applied on the speech database to constitute the 
reference codebook. 

 a recognition procedure which is based on a real time 
acquisition and analysis , then a comparison with the 
training words by using Viterbi algorithm. 

This procedure is illustrated by Fig. 3 where we can 
observe the different steps of parameterization (feature 
extraction), training, recognition and classification. In this 
step, the test audio model is compared with the codebook in 
order to find any similarity or coincidence with pathological 
models. 

C. Speech Features Extraction 

The first step of the speech analysis before modeling and 
coding is the parameterization of the speech frames into 
MFCC, LPC, PLP or RASTA coefficients. The Mel 
Frequency Cepstral Coefficients (MFCC) are the most famous 
method in speech processing, recognition and synthesis. Its 
principle is illustrated by Fig. 4. 

 

Fig. 4. MFCC Feature Algorithm. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

518 | P a g e  

www.ijacsa.thesai.org 

In fact, MFCC is the most used for speech feature 
extraction and parameterization. MFCC algorithm which is 
represented by Fig. 2 can be expressed as [16]. The MFCC 
formula can be expressed as:  
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Where: Ek: is the energy of the k
th

 filter 

N:  is the number of band-pass filters 

Two others parameters are very useful in voice disorders 
analysis which is Jitter and shimmer. These indicators 
represent the irregularities and perturbations respectively in 
frequency and intensity. The expressions are given by next 
equations [16, 17]: 
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With: 

T: the pitch period 

A: the amplitude of the pitch 

N: the number of samples. 

k: indices of the frame 

D. HMM Training and Recognition 

Fig. 5 represents the principle of the training-recognition-
classification procedure. The training step uses a database or a 
codebook constituted of audio parameters and Baum-Walch 
and K-means algorithms. The recognition procedure uses 
HMM modeling and classification by using Viterbi decoder 
[18]. 

 
Fig. 5. HMM Algorithm. 

Hidden Markov Models is a useful for data statistical 
modeling and classification. 

The implementation of the HMM system requires three 
phases: 

 Describe a network whose topology reflects the 
sentences, vocabulary words or basic units  

 Make the training mode settings: λ = (π, A, B) 

 Carry out the actual recognition occurrence by 
calculating the maximum likelihood [14]. 

IV. SIMULATION RESULTS 

Several platforms and software are used in speech 
processing such as, Praat, Vocalab, EDVP, Speech Analyser 
Matlab and HTK toolkit. These tools offer many parameters 
and indicators form speech evaluation such as, pitch, 
formants, Jitter, shimmer and SNR. 

A. Effect on the Pitch 

Pitch is the first indicator of the speech production as 
represents the period of the glottis signal. Fig. 6 shows the 
variations of the speech waveform, the zero-crossing, the 
pitch, the spectrogram, the spectrum and the formants of a 
normal speaker (without any disease). We can observe that the 
pitch (Fig. 6) is characterized by a continuous and constant 
profile with of value F1= 210 Hz (male speaker). 

However, in the case of a pathological voice (organic or 
neurological origin), the speech profile presents distortions 
and dynamic variations around the pitch nominal value as 
illustrated in Fig. 7 to 10 which will be discussed later in 
details. 

 
Fig. 6. Jitter Variation of Normal and Pathological Voice. 

B. Effect on the Jitter and Shimmer 

Disturbances of the durations of glottal cycles (Jitter) are 
irregularities in the period glottal signal. These disturbances 
are a basic phenomenon that is present in the voice and are 
therefore a feature of vocal timbre. This disturbance can be 
used to characterize spectrally hoarse voices, neurological, 
emotional or normal. The method is based on a study of the 
spectral effects of the glottal cycle‟s variance and the 

 Normal  Jitter 

 Normal Pitch                                            Pathological Pitch 

   Pathological Jitter                                    
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evolution of the jitter values. On the other side, the study of 
perturbations of the amplitude (Shimmer) shows that they are 
a consequence of disturbances durations and energy. These 
mechanisms are asymmetries in the movement of both vocal 
cords and acoustic propagation of the glottal signal through 
the vocal tract [17]. Fig. 6 demonstrates that the normal jitter 
value is 0.02 (2%), hence the pathological value is over 0.8 
(80%). 

 
Fig. 7. (a) Speech, (b) Zero-Crossing, (c) Pitch, (d) Spectrogram, (e) 

Spectrum and (f) Formants Profiles (Case of a Normal Voice). 

V. DISEASE IDENTIFICATION AND CLASSIFICATION 

A. Multiple Sclerosis Disease 

In this case of disease, the most common deficits affect 
recent memory, attention, processing speed, speech, visual-
spatial abilities and executive function.  

 
Fig. 8. Speech, Zero-Crossing, Pitch, Spectrogram, Spectra and Formants 

Profiles. (Case of pathological voice: Multiple sclerosis). 

Symptoms related to cognition include emotion, instability 
and fatigue including neurological fatigue [18]. The following 
speech profiles and parameters of Fig. 8 (pitch, formants) 
demonstrated a correlation between the speech features and 
this pathology. 

In fact, we can observe in Fig. 8 that in this case, the pitch 
profile becomes very disturbed with a high standard deviation 
contrarily with normal and safety speaker of Fig. 7. This state 
indicates a dysfunctioning of the speech production system 
which is monitored by the brain. 

B. Dyslexia 

It is considered a cognitive disorder but it does not affect 
intelligence. Problems may include difficulties in spelling 
words, reading quickly, writing words, "sounding out" words 
in the head [19], [20]. The examination of the speech of figure 
9 shows disturbances of the pitch curve at the level of the co-
articulations and the changes of vowel consonants in the 
pronounced word. These variations remain around 20% of the 
nominal value, but the standard deviation remains almost 
12%. Also, the wide band and narrow band spectrograms are 
affected by this variation and disturbance. 

 
Fig. 9. Speech, Zero-Crossing, Pitch, Spectrogram, Spectra and Formants 

Profiles. (Case of pathology: Dyslexia). 

C. Alzheimer 

It is a chronic neurodegenerative disease that usually starts 
slowly and worsens over time. It is the cause of 60% to 70% 
of cases of dementia. The most common early symptom is 
short-term memory loss), problems with language, speech,  
disorientation, mood swings, loss of motivation and 
behavioral issues [21]. Recent research studies demonstrate 
relations between speech production and Alzheimer disease. 
Fig. 10 illustrates the speech parameters of a speaker suffering 
from Alzheimer (age: 72). 

Pathological 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

https://en.wikipedia.org/wiki/Memory
https://en.wikipedia.org/wiki/Attention
https://en.wikipedia.org/wiki/Executive_function
https://en.wikipedia.org/wiki/Labile_affect
https://en.wikipedia.org/wiki/Fatigue_(physical)
https://en.wikipedia.org/wiki/Neurological_fatigue
https://en.wikipedia.org/wiki/Cognitive_disorder
https://en.wikipedia.org/wiki/Intelligence
https://en.wikipedia.org/wiki/Spelling
https://en.wikipedia.org/wiki/Handwriting
https://en.wikipedia.org/wiki/Subvocalization
https://en.wikipedia.org/wiki/Neurodegeneration
https://en.wikipedia.org/wiki/Short-term_memory
https://en.wikipedia.org/wiki/Primary_progressive_aphasia
https://en.wikipedia.org/wiki/Orientation_(mental)
https://en.wikipedia.org/wiki/Mood_swing
https://en.wikipedia.org/wiki/Motivation
https://en.wikipedia.org/wiki/Challenging_behaviour
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Fig. 10. Speech, Zero-Crossing, Pitch, Spectrogram, Spectra and Formants 

Profiles. 

(Case of pathology: Alzheimer) 

 
Fig. 11. Speech, Zero-Crossing, Pitch, Spectrogram, Spectra and Formants 

Profiles. (Case of pathology: Parkinson). 

The examination of speech shows a loss of controls of the 
glottis after the pronunciation of the first word. No value of 
the pitch can be extracted due to the complete dispersion of 
the acquired values. The spectrogram of the same figure 
confirms these results and dot give us any information about 
the value of neither pitch nor the formants. 

D. Parkinson 

This neurology disease has a long-term degenerative 
disorder of the central nervous system that mainly affects the 
motor system. The symptoms generally come on slowly over 
time. At a first step, the most obvious are shaking, rigidity, 

slowness of movement, and difficulty with walking. Thinking 
and behavioral problems may also occur. Dementia becomes 
common in the advanced stages of the disease. Depression and 
anxiety are also common occurring, including sensory, 
difficulty of speaking, sleep, and emotional problems [22]. 
The examination of the speech through Fig. 11 shows high 
deviations and variations of the pitch (glottis signal) rather 
large of 100% which alters the language understanding and 
loses the speech recognition of the speaker. 

E. Pathology Recognition Ratio 

All the described procedures and steps (acquisition, 
training, feature extraction, recognition and pathology 
classification) are embedded and inserted in a smart interface 
illustrated in Fig. 12. 

Our tests are compared to the MEEI of KAY Pentax 
speech database, described in the last paragraph, on the HTK 
toolkit. According to Table II, we obtained a pathology 
recognition ratio (RR) between 86% and 100%. 

These values are very interesting because they can 
discriminate several diseases from the normal voices 
characterized by a 100% value. 

 

Fig. 12. Illustration of the E-Heath Interface. 

TABLE II. PATHOLOGY RECOGNITION RATIO OF SEVERAL SPEECH 

DISEASES 

Disease Recognition Ratio (RR) in % 

Dysarthria 94 

Gastric Refux 97 

Ventricular compression 86 

Nodule 92 

Odeme 90 

Disphonia 98 

Normal 100 

Pathological 

Pathological 

https://en.wikipedia.org/wiki/Central_nervous_system
https://en.wikipedia.org/wiki/Motor_system
https://en.wikipedia.org/wiki/Tremor
https://en.wikipedia.org/wiki/Spasticity
https://en.wikipedia.org/wiki/Hypokinesia#Bradykinesia
https://en.wikipedia.org/wiki/Gait_abnormality
https://en.wikipedia.org/wiki/Cognition
https://en.wikipedia.org/wiki/Dementia
https://en.wikipedia.org/wiki/Major_depressive_disorder
https://en.wikipedia.org/wiki/Sleep_disorder
https://en.wikipedia.org/wiki/Emotion
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VI. DISCUSSION 

The obtained Pathology identification ratios demonstrate 
that we obtain high (RR) values for both hyper-function 
(dysarthria) and paralysis diseases (dysphonia) respectively 
94% and 98%. Besides, we compared our results with other 
studies using similar and different databases. 

Table III compares our proposed algorithm with previous 
significant works [5, 6, 7, 8, 23, 24]. Although in these works 
the databases are different, it is observed that the proposed 
algorithm with HMM appears competitive and has a high 
accuracy to identify pathological and normal voices. We 
succeeded at the first step of our work to identify more than 8 
kinds of organic and neurological diseases. 

TABLE III. COMPARISON OF PERFORMANCES OF SEVERAL PATHOLOGY 

STUDIES 

Reference Database 
Code 
book  

Feature 
extraction 

Classifier  
Pathology   
identification 

Godino MEII 226 MFCC SVM 94 

Fonseca MEII 154 MFCC GMM 78 

Souissi Sharbrok 110 MFCC+D+DD SVM 86 

Boyanov Private 400 Energy LDA 93 

Our 

method 
MEII 657 

MFCC+ 

Jitter + 

Shimmer 

HMM 86 to 100 

VII. CONCLUSION 

In this paper, we developed a new tool dedicated to 
identification and diagnosis of vocal and neurological 
diseases. The method is based on analysis of acoustic 
parameters of a patient after a real time speech acquisition and 
processing. The modeling and classification procedures are 
automated by using HMM, training and recognition 
procedures. The validation was carried out thanks to the 
pathological famous database MEEI of Pentax. The obtained 
recognition ratio of the pathology is around 95%. The most 
significant indicators of the pathological speech are 
disturbances in amplitude (Shimmer) and frequency distortion 
and irregularities of pitch (Jitter) and finally the loss of glottis 
control (high standard value of the pitch). Besides, this 
application allows us to follow changes in the physiological 
state (heartbeat, blood pressure, ECG) and acoustic parameters 
(pitch, formants, timbre) and then we can compare them with 
normal and standard values. This is very interesting because it 
helps us to follow the disease evolution, to predict and to 
avoid patient complication and to improve his re-education 
therapy. 

The following step of this study is to extend this 
application to other critical diseases such as cancer and 
Hepatics C and then to evaluate it through a large number of 
patients. 
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ABBREVIATIONS 

HMM : Hidden Markov Models 

GMM : Gaussian Mixture Model 

MFCC : Mel Frequency Cepstral Coefficients 

LPC : Linear Predictive Coding 

RR: Pathology recognition rate: 

HTK : HMM Toolkit 

RASTA-PLP : Perception Linear coefficients 

SVM : Support Vector Machines 

LDA : Linear Discriminate Algorithm 
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