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Abstract—User profiles play a critical role in personalizing 

user search. It assists search systems in retrieving relevant 

information that is searched on the web considering the user 

needs. Researchers presented a vast number of profile-based 

approaches that aims to improve the effectiveness of information 

retrieval. However, these approaches are syntactic-based which 

fail to achieve the user satisfaction. By the means that the search 

results do not meet user preferences, due to the fact that the 

search is keyword-based rather than semantic-based. Exploiting 

user profiles with the application of semantic web technology into 

personalization might produce a step forward in future retrieval 

systems. By adopting profiling approach and using ontology base 

characteristics, a semantic-based method using heuristics and 

KNN algorithm is proposed. It engages searching ontology base 

domains horizontally and vertically to discover and extract the 

closest concept to the meaning of the query keyword. The 

extracted concept is used to expand the user query to personalize 

the search result and present the customized information for 

individuals.  

Keywords—Semantic search method; user profile; heuristics; 

web search personalization; information retrieval 

I. INTRODUCTION 

Information Retrieval (IR) is a highly active research field; 
it depends significantly on the web as the main source of 
information. It involves assisting users to find information 
from vast amount of information resources on the Web. 
However, finding relevant information that satisfies users‟ 
query is a vital problem [1, 2]. Search engines perform “one 
size fits the all”, in which the submitted query of keywords 
returns the same result to users of different interests. Many 
query keywords may have the same syntax but different 
semantics (homonyms). These keywords could be located at 
different horizontal and vertical domains of ontology base of 
semantic web. They could have different meanings under 
different concepts within the same domain.  

Therefore, the main research focus of this paper is how to 
find the domain that reflects the closest meaning of the query 
keyword from various domains of ontology base. Then how to 
find the concept that reflects the closest meaning of that query, 
from different concepts within the same domain. For instance, 
the query keyword „cell‟ may be found across various 
horizontal domains such as computer, biology and politics. In 
addition, the same query „cell‟ may be found under various 
vertical concepts within the computer domain including 
processors, excel and company name. Accordingly, finding 

which particular horizontal domain and particular vertical 
concept within that specific domain for query keyword „cell‟ at 
the same search session. Once the concept and domain of the 
query keyword are found, then it can take an advantage of both 
in the query expansion to retrieve better search results. This 
paper presented a novel approach to address these two issues. 

Therefore, it is important to optimize the means of 
personalizing the web search and locating relevant documents 
tailored for individual users. Web search personalization 
approaches and techniques have been reviewed in [3-7]. 
Generally, there are two types of approaches to personalizing 
the search results, first is by the user query modification and 
secondly is by the search results re-ranking. On the other hand, 
there are many techniques that are based on the web contents, 
web link structure, browsing history, user profiles and user 
queries. These techniques have been widely used to implement 
personalized web search models [3, 6]. These models include, 
but not limited to, the use of hybrid of fuzzy set and ant colony 
optimization as described in [8]. Firefly algorithm is used to 
create and choose the cluster based optimal ranked clicked 
URLs to recommend a set of terms that expand the query 
search [9]. Ant colony optimization with a genetic algorithm 
were used by [10] to rank web pages. [11] has used a hybrid of 
genetic algorithm and back propagation neural network to 
classify user queries to clusters for web page 
recommendations. However, the proposed model is 
implemented using a hybrid of artificial intelligence (AI) 
heuristics and K-nearest neighbour (KNN) algorithm to extract 
semantic concepts from the ontology base using the user 
profile to expand the query. 

User profile is the major method used for personalizing 
web search as presented in [12-14]. For capturing user‟s 
current information need, [15] have represented user‟s 
activities in the form of time-sensitive profile. It integrates both 
the current and the recurrent interactions with the search 
engines such as submitted queries, reformulated queries, and 
clicked results within a session search. User interactions are 
taken into account under the assumption that recent performed 
ones are more related to the current needs than to the foregoing 
ones. Authors in [16] have proposed a Funnel Mesh-5 
algorithm. It constructs a search string by taking into account 
the context of information need and the user intention. This 
information is identified by the user profile then it is used to 
generate a personalized disambiguated search string for query 
expansion. In [17], the user profile is created based on the user 
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search behaviour using the web search logs and the eye 
tracking. It measures the user behaviour during the query 
session. Their system keeps on updating the user profile to 
build and enhance the user profile to suggest more relevant 
web pages to the user. However, my proposed approach maps 
the user profile content onto the ontology base of the semantic 
web technology to extract the closest concepts to the meaning 
of query keywords. Researchers have broadly studied the 
personalized techniques to represent users‟ information needs 
in the user models. These techniques are used not only for 
monolingual IR systems [5] but also for multilingual IR 
systems for re-ranking of web search results [18], browsing 
and searching the behaviour of polyglots [19], and 
personalizing the query expansion [20]. 

The idea of the semantic web aims at making the semantics 
of the web content machine understandable [21]. Semantic web 
standards and technologies can be used to enable the semantic 
search [22]. Semantic search, as an application of semantic 
web in the field of IR, has shown a significant potential in the 
function of improving the performance of retrieval. Compared 
with the traditional search that focuses on the frequency of 
word appearance, the semantic search attempts to understand 
the meanings hidden in the retrieved documents and users‟ 
queries. It works by adding the semantic tags into texts to 
structuralize and conceptualize the objects within documents 
[23]. Therefore, many semantic-based methods have been 
proposed in personalizing the web search. [24] used ontologies 
to improve the reliability of personalization through exploiting 
the formal semantics of query-based relevance processing, user 
preference representation, preference update, and result 
ranking. In [25], a semantic mapper is used to map the user 
query terms with personalized ontology, that were created from 
user web log file to identify semantic relation between user‟s 
queries. 

However, this research combines the use of both the user 
profile and the characteristics of ontology base to develop an 
effective semantic search method. It purposes to deliver better 
and close results compared to the conventional method 
currently used in IR. Thus, the main objective of this paper is 
to implement the semantic-based search method. By acquiring 
the user intent implicitly by exploiting ontology base and the 
user profile to personalize the web search and enhance the 
contextual IR of web documents. 

Semantic user profile is created in [26] for capturing 
scholar‟s interests, tasks, and competences in different research 
topics across different projects and publications in the scientific 
domain. The semantic user profile is modelled through an 
automated text mining pipeline approach of NLP for using it in 
semantic publishing applications as personalized web 
applications. [27] have developed a model to capture user 
context by generating the query context and the user context. 
Also, it introduced a forgetting factor to merge the independent 
user context in the user session for maintaining the evolution of 
user preferences. In contrast, my proposed model has applied 
AI heuristics techniques and KNN algorithm that implements a 
search method pluggable in the semantic web search 
applications. Therefore, this paper contributes mainly in the 
area of the semantic-based search methods in the semantic web 
technology. The development of the new semantic-based 

search method, as a web search service for the semantic web 
technology, characterized by its ability to interact with an 
ontology base, reason, infer, and consequently find and extract 
the closest meaning of the users‟ query keywords. It assists 
users to provide them with the results that are close to accurate, 
when they work with searching the search engines for specific 
information. 

Query expansion is the process of adding more terms to an 
original query to attempt to refine the information search and 
improve the retrieval effectiveness [28-30]. The proposed 
model used the query expansion to improve the results by 
including concepts, extracted semantically from the ontology 
base, which lead to retrieving more relevant documents. 

The remainder of this paper is structured as follows: 
Section II describes the structure of the system prototype. 
Section III illustrates the proposed semantic method for web 
search personalization. Section IV shows the experimental 
results and evaluation that were performed to validate the 
proposed approach. The paper is concluded and future work is 
presented in Section V. 

II. SYSTEM PROTOTYPE 

Information retrieval systems (IRSs) are text-based 
prototypes that use traditional methods to retrieve information. 
IRSs perform limited personalization for individual users and 
consequently provide irrelevant documents in terms of search 
precision. Combining the profile-based sematic search 
approaches and the AI techniques together to retrieve 
information is challenging. Therefore, the user profiles should 
use the semantic web technologies in IR process to improve the 
search results. This vision needs prototype to incorporate the 
semantic web tools and the user profile with the search system. 
Fig. 1 illustrates a high-level picture of the system prototype. 

 
Fig. 1. Architecture of the system prototype. 
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The architecture of the system prototype consists of user 
query, semantic search method, user profile, and ontology 
base. The system prototype is described as follows: First, the 
user types a query. Second, the semantic search method 
receives the query. Third, the method obtains the user profile 
content. Fourth, the method maps the query and the user profile 
content onto the ontology base. Fifth, the method extracts the 
closest concept to the meaning of the query from the ontology 
base. Sixth, the method adds the query keywords to the user 
profile. Seventh, the method expands the query. Query 
expansion is performed to disambiguate the query by adding 
the extracted concept to the initial query automatically. Since 
this added information is originally acquired from the ontology 
base, it reflects the user needs. Eighth, the expanded query is 
submitted to the search engine. Ninth, the search engine 
retrieves the documents from the documents collection. Tenth, 
the search engine gets the hits and finally these hits are 
provided to the user. However, the proposed system prototype 
can be built and plugged into the typical IRS of web 
documents, such as search engines or metasearch engines, 
without effecting its standard operations. 

III. A SEMANTIC METHOD FOR WEB SEARCH 

PERSONALIZATION 

The adopted approach needs a combination of five basic 
related components as follows: the user query, the user profile 
to maintain user query keywords, the semantic-based search 
method to extract from the ontology base the closest concepts 
to the meaning of query keywords, an ontology base to provide 
these concepts as contextual information for query expansion, 
and the web search engine to search the expanded query. The 
keywords of user profile and query are mapped onto the 
ontology base as shown in Fig. 2. The top level nodes of Fig. 2 
are root domains of ontology base. The user profile keywords 
are marked with gray color in the solid circles and the query 
keyword is marked with a gray color in the dashed circle. 

 
Fig. 2. An ontology base marked with user profile and query terms. 

The proposed approach aims to find the closest horizontal 
root domain of the ontology base to the meaning of the given 
query and then search that domain vertically to determine the 
closest concept to the meaning of that query. To find the 
closest horizontal root domain, the information of long-term 
browsing history and short-term current browsing are utilized. 
The browsing history concerns the content of user profile 
whereas the current browsing concerns the user query itself. 
The heuristics technique is employed to make use of the user 
profile and query keywords to find the closest horizontal root 
domain. Heuristics provide many algorithms designed to 
traverse graph paths in order to discover the minimum cost 
path from a starting node to the goal. This work uses A* 
heuristic algorithm to find the closest horizontal root domain of 
the ontology base to the meaning of the query keyword. 
However, application of A* algorithm requires calculating two 
values for each node   of the ontology base. The first value is 
known as      which is the distance value from the user 
profile or query keywords to the node   and the second value is 
known as      which is the distance value from the root 
domains to the node  . Note that the node   can be an ontology 
base node (concept), user profile keyword, or query keyword. 
Furthermore, keywords indicate the user profile and query 
keywords unless stated otherwise. 

The distance from the keywords to the node  ,      , is 
calculated as follows:  


         {           }   

                       
 

Where 
{             }

         
 
 

is the set of distances from the 

keywords to all children of node  . Since the calculation of 
     starts from the user profile and query keywords, the 
initial value of      for each user profile keyword and query 
keyword is 0. It is important to note that the nodes which have 
paths with smaller values of      are closer to root domains. 

The distance from the root domains to the node  ,     , is 
calculated as follows:  


         {           }   

                        
 

Where 
{           }

           
is the set of distances from the root 

domains to all parents of node  . Note that the root domains 
which have path to the query keyword are only involved in this 
step and the rest domains are excluded. Since the calculation of 
     starts from the root domains, the initial value of      for 
each root domain is 0. It is also important to note that the nodes 
which have paths with smaller values of      are closer to root 
domains. 

A* algorithm is defined on the basis of (1) and (2) as 
follows:  

                 
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Where      is the evaluation function value of node   that 
maintains its distance from the keywords to the root domains, 
     is the distance from the keywords to node  ; and      is 
the distance from the root domains to node  . The value of 
     is computed based on the calculations of      and     . 
There could be many paths from one keyword to one root 
domain in the ontology base. Each path may have different 
evaluation function value. However, this approach emphasizes 
on the nearest (smallest) of these values. Equation (4) is used 
to compute the nearest evaluation function value from each 
keyword to each root domain and the results are represented in 
a tabular form. 


        

      {          }        

                                     
 

Where    is a keyword s.t    {          } and    is a 

root domain s.t    {          }.     {           } is 
the smallest value of all evaluation function values that are 
ancestors of    (     ,             ) and in the path from    

to   . This smallest value is assigned to         
 as the 

nearest heuristic evaluation function value from    to   . 

Equation (4) repetitively computes the nearest values from all 
keywords corresponding to all root domains. 

Frequencies of the user profile keywords are another source 
of heuristic information that help to find the closest horizontal 
root domain of the ontology base for a given query. The 
keyword with higher frequency has more weight than the one 
with lower frequency. To involve this information in the 
process, each         

 resulted from (4) is multiplied by the 

frequency of its corresponding user profile keyword (  ) as 
given in (5). 

          
               

          

Where          
      is the nearest value from    to    

taking into consideration the frequency value of   ,         
 

is the nearest value from    to   , and          is the 

frequency of user profile keyword   . The nearest values that 
are generated by (5) are then represented in a tabular form as 
depicted in Table I.  

The frequency values given in Table I are assumed values 
for the purpose of clarification. The root domains    and    
are included in Table I but they are excluded from Table II 
because they have no nearest evaluation function values (i.e. 
they have no paths to the user profile keywords). In addition, 
the query keyword „CELL‟ which is included in Table I is also 
excluded from Table II because it is assumed that it is being 
inquired for the first time and it is not included in the user 
profile and hence it‟s              

      is 0, for all   , since 

its frequency value is 0. 

TABLE I.  THE NEAREST HEURISTIC EVALUATION FUNCTION VALUES OF 

KEYWORDS CORRESPONDING TO ONTOLOGY BASE ROOT DOMAINS. 
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  (Tele-Comm.) 6 3       

  (Computing) 6  4   3 9  

  (Electricity)  3       

  (Mathematics)       6  

  (Biology)      2  3 

  (Politics)               

  (Sociology)               

Since the smallest values are the closest in meaning 
between keywords and root domains, they are better than the 
highest values. Therefore, a normalization process as given in 
(6) is needed to convert the smaller values to become more 
valued than higher values. 

         
                       

                            

                                                                                


Where          
 is the normalized nearest value of the 

keyword    for the domain   . The              and 

             are the maximum and minimum nearest values 
of the keyword    associated with all the root domains, 

respectively. The          
      is the current nearest value 

of the keyword    for the domain   . The normalized values 

are then maintained in Table II. 

TABLE II.  THE NORMALIZED NEAREST HEURISTIC EVALUATION 

FUNCTION VALUES OF KEYWORDS CORRESPONDING TO ONTOLOGY BASE 

ROOT DOMAINS. 
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Each          
 in Table II may have different values for 

different root domains. Equation (7) is used to calculate the 
degree of closeness of each keyword    for each connected 
root domain    with respect to all root domains. 

           
       

         

∑          
 
   

       

Where           
       is the degree of closeness of each 

   for each connected   ,          
 is the normalized nearest 

value from    to   , and ∑           

 
    is the summation of 

all normalized nearest values from    to all its associated root 
domains   , s.t   {       }  and   {       } . The 

results of processing (7) are maintained in Table III. 

TABLE III.  THE DEGREE OF CLOSENESS VALUES OF KEYWORDS 

CORRESPONDING TO ONTOLOGY BASE ROOT DOMAINSNS. 
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  (Electricity)  3/6     

  (Mathematics)     9/15  

  (Biology)    3/5  3/3 

While (7) calculates the degree of closeness of each 
keyword    for each connected root domain   , (8) given 

below, calculates the degree of participation of each keyword 
   for all connected root domains with respect to all user 
profile keywords. This process is performed by dividing the 
total count number of non-zero normalized nearest values of a 
keyword    for all root domains by the total count number of 
non-zero normalized nearest values of all keywords for all root 
domains. The result values are then maintained in Table IV. 

(       )    
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    {     }   {     }  

Where (       )    
 is the degree of participation of a 

keyword    for all connected root domains, |         
  |

  
 

counts the non-zero values of a keyword    for all root 

domains, and |         
  |

    
 counts the non-zero values 

of all keywords for all root domains. 

TABLE IV.  THE DEGREE OF PARTICIPATION VALUES OF KEYWORDS IN 

ONTOLOGY BASE ROOT DOMAINS. 

 

                 keywords 

 

 

root domains 

(  
 
 
  

  )
 
 
 
  

(  
 
 
  

  )
 
 
 
  

(  
 
 
  

  )
 
 
 
  

(  
 
 
  

  )
 
 
 
  

(  
 
 
  

  )
 
 
 
  

(  
 
 
  

  )
 
 
 
  

  (Entertainment) 1/11      

  (Tele-Comm.) 1/11 1/11     

  (Computing) 1/11  1/11 1/11 1/11  

  (Electricity)  1/11     

  (Mathematics)     1/11  

  (Biology)    1/11  1/11 

For all root 

domains 
3/11 2/11 1/11 2/11 2/11 1/11 

Finally, the confidence values that represent the closest 
meaning of the user profile keywords corresponding to the root 
domains are computed by multiplying (7) by (8) as shown in 
(9) and the results are maintained in Table V. 

          
                 

                       

Where           
      is the confidence value of the 

keyword    corresponding to the root domain   . The 

confidence values of all keywords for every root domain are 
summed up and the root domain that has higher value is the 
closest to the meaning of the query keyword. Table V clearly 
shows that „Computing‟ is the closest root domain to the query 
keyword „CELL‟ since its confidence value (0.3118) is the 
highest. 

TABLE V.  CONFIDENCE VALUES OF THE KEYWORDS CORRESPONDING 

TO THE ONTOLOGY BASE ROOT DOMAINS. 

 

keywords 

 

 
 

root domains 

( 
 
 
  

  
 

 )
  

 
 
 

( 
 
 
  

  
 

 )
  

 
 
 

( 
 
 
  

  
 

 )
  

 
 
 

( 
 
 
  

  
 

 )
  

 
 
 

( 
 
 
  

  
 

 )
  

 
 
 

( 
 
 
  

  
 

 )
  

 
 
 

su
m

 o
f co

n
fid

e
n

ce
 

v
a
lu

e
s fo

r ea
c
h

 ro
o

t 

d
o

m
a

in
 

  (Entertainment) 0.116

8 
     0.116

8 
  (Tele-Comm.) 0.077

8 
0.09     0.167

8 
  (Computing) 0.077

8 
 0.09 0.07

2 

0.07

2 
 0.311

8 
  (Electricity)  0.09     0.09 

  (Mathematics)     0.10
8 

 0.108 

  (Biology)    0.10
8 

 0.09
1 

0.198 

Once the closest root domain (e.g. „Computing‟) is 
determined, the process turns to search that domain vertically 
to identify the closest concept to the meaning of the query 
keyword (e.g. „CELL‟). For this purpose, KNN algorithm is 
employed. Fig. 2 shows some concepts that could indicate the 
meaning of the query keyword „CELL‟ under „Computing‟ 
domain including „band‟, „microprocessor‟, „table‟, and „flash-
memory‟. Calculating similarity between the query „CELL‟ 
and each of these concepts might be beneficial to find the 
closest concept to the meaning of that query. The similarity for 
K=2 is calculated by using Euclidean distance as follows: 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 9, 2018 

196 | P a g e  

www.ijacsa.thesai.org 

         √∑        
  

    

Where        is the distance between the concept p and 
the query q. 

The KNN is an effective classifier method [31] used to find 
out the distance (closeness) between the query „CELL‟ and its 
direct upper concepts, where K is determined by the heuristics 
or features of these concepts. Two features are identified to 
calculate the distance: first, the number of root domains 
connected to the concept and second, the number of user 
profile keywords connected to the concept. Therefore, K here 
equals to 2. Table VI shows the direct upper concepts of the 
query „CELL‟ that are connected to the „Computing‟ domain 
(column 1) and their identified features (column 2 and column 
3). In addition, Table VI shows the ranks (column 5) of the 
concepts based on their distances (column 4) from the query. 

TABLE VI.  THE FEATURES OF CONCEPTS AND THEIR RANKS BASED ON 

DISTANCES OF CONCEPTS FROM THE QUERY 

The  

concept 

# Root 

domains  

connected to 

the  

concept 

# User profile  

keywords 

connected  

to the concept 

Distance 
Ran

k 

Band 
2 1 √ =2.2

36 
2 

microprocess
or 

1 0 √ =3 3 

Table 1 2 √ =1 1 

flash-

memory 
1 0 √ =3 3 

The Euclidean distance of KNN emphasize that the 
smallest distance value is the closest concept to the meaning of 
the query. Table VI, clearly shows that the concept „table‟ is 
the closest concept to the meaning of the query „CELL‟. 
Extending the query „CELL‟ by adding the concept „table‟ to 
the query would personalize the user search and therefore, 
improve the search effectiveness. 

IV. EXPERIMENTAL RESULTS AND EVALUATION 

A semantic-based web search method is proposed. This 
method adopts profiles and uses an ontology base to 
personalize users search and improve the accuracy of their 
search results. Essentially, a conceptual hierarchy is used in the 
experiments as ontology base for providing a shared 
understanding of the searchable domains. It is significant in 
discovering the closest meaning of the query keywords. Query 
keywords entered by the users should be selected from the 
experimental concept hierarchy terms (i.e. concepts) since the 
proposed method based on the ontology base. Moreover, the 
method employs Google search engine in the evaluation 
process to show the effectiveness of sematic-based search 
approach over keyword-based search approach. Such 
evaluation needs users to enter queries and to judge the 
relevancy of returned hits. Furthermore, the method implicitly 
extracts the closest concept to the meaning of the query from 
the ontology base and appends it to the initial query, to form 
the expanded query. The expanded query forms the final query, 
which is entered in the Google search engine to retrieve the 
desired documents. 

The experimental trials had been conducted to evaluate the 
effectiveness of the proposed method in retrieving the relevant 
information. The evaluation investigates the degree to which 
the stated objectives are achieved. Recall and precision are two 
evaluation measures identified for IR systems [32]. Where 
recall measures the ability of the system to present all the 
relevant items in the collection, and precision measures the 
ability of the system to present only those items from the 
collection that are relevant. The documents collection of 
Google search engine is used intensively in the experiment 
tests. Users enter their queries into Google's search text box 
and consequently, Google searches its collection and returns a 
list of hits to users. Using Google collection restricts the 
evaluation process to use cut-off/precision measure rather than 
recall/precision measure, because it cannot calculate the normal 
recall points since the number of relevant documents in Google 
collection is unknown. However, precision is defined formally 
as follows: 

            
                                  

                               
     

Cut-off points are made in the experiments for the first 100 
documents of the search engine hits. Precision values are 
calculated at cut-off (the first) 10, 20, 30, 40, 50, 60, 70, 80, 90, 
and 100 documents. The user should count the number of 
documents that are relevant to his needs and divides this 
number by 10 to obtain the precision value of the first group 
(10 cut-off points). The last step is repeated for all other groups 
as well. The user should count the number of relevant 
documents and divides this number by 20 to obtain the 
precision value of the second group (20 cut-off points), and so 
on. Thereby, the cut-off points and precision are for a single 
query. However, to evaluate the retrieval method accurately, 
we run it for several distinct queries; and an average is used for 
the cut-off and precision values. It is important to note that the 
average here means the precision value of all distinct queries at 
the corresponding cut-off point. In order to find the precision 
value at all cut-off points, we take the rate of all of its averages. 

This paper compares the effectiveness of the semantic-
based search approach with the keyword-based search 
approach. In particular, it compares the effectiveness of the 
proposed semantic-based search approach with a well-known 
and standard text-based IRS such as Google search engine. The 
comparison is achieved by searching the web twice. The first 
search uses Google search engine without employing the 
proposed method in the search process and the overall average 
of results is computed. The second search uses Google search 
engine with employing the proposed method in the search 
process and the overall average of results is computed. The 
difference between these two rates shows how happened to be 
an improvement of one over the other. 

The averages of precision values of all entered queries at 
cut-off (the first group of documents) are calculated for 10 
groups of sizes ranging from 10 to 100 documents with 
increments of 10. This calculation is done for both the 
proposed profiling semantic-based search method and the text-
based search method (Google) as shown in Table VII.  
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TABLE VII.  THE PRECISION VALUES AT CUT-OFF POINTS FOR THE 

PROPOSED METHOD AND GOOGLE AND THEIR AVERAGES. 

Cut-off 
The proposed method 

(Semantic-based search) 

Google 

(Text-based search) 

10 0.87 0.47 

20 0.84 0.45 

30 0.82 0.42 

40 0.81 0.41 

50 0.77 0.40 

60 0.75 0.38 

70 0.71 0.36 

80 0.69 0.35 

90 0.66 0.35 

100 0.63 0.33 

Average 0.755 0.392 

The average of precision values of all entered queries for 
each of the 10 groups employing the proposed method is 
calculated. Then, an identical process is repeated for Google 
without employing the proposed method. As shown in Table 
VII, the first column (cut-off) denotes the number of 
documents taken as cut-off points, the second column shows 
the average precision values at these cut-off points using 
Google employing the proposed method, and the third column 
(Google) shows the average precision values at these cut-off 
points using Google without employing the proposed method. 

The average here means the precision value at the 
corresponding cut-off point. In order to find the precision value 
of the proposed semantic-based search method using the user 
profile at all cut-off points, we take the rate of all of its 
averages. The same process is repeated with Google. The rate 
(average) of the proposed method and the rate (average) of 
Google are calculated and presented in the last row of Table 
VII. The difference between these two rates shows the 
improvement of one over the other. Table VII shows that the 
profile-based semantic search method improves the search 
results about 36% over the text-based search method (Google). 

 
Fig. 3. Precision values at cut-off points for the proposed method and 

Google. 

Fig. 3 is drawn based on Table VII. For each entered query, 
a cut-off/precision curve is drawn. These drawn curves are 
averaged to produce the final cut-off/precision shown in Fig. 3. 
The figure illustrates that the semantic-based IR is better than 
text-based IR. The figure shows 36% improvement on search 
results when employing the profiles and the heuristics in the 
retrieval process, especially when using ontologies for 
interpreting query terms, as recorded by the experiments. This 
aspect is promising to shift the web search engines from the 
text-based to the semantic-based information retrieval systems. 

V. CONCLUSION AND FUTURE WORK 

Issuing a query to the web search system for retrieving 
relevant pages according to user preferences provides better 
result if the search method discover and extracts the concept 
from the ontology base that reflect the closest meaning of the 
query keyword. The proposed approach is significantly 
beneficial, especially when the query keyword found across 
several different horizontal root domains and under various 
different concepts of the same vertical root domain. The 
extracted concept is used to expand the query for personalizing 
the user‟s search. Incorporating the user profile and ontology 
base of the semantic web into the search process was the base 
of the proposed semantic-based search method. The heuristics 
and the KNN algorithm are applied to discover useful 
information in interpreting the query keywords. A profile-
based personalized semantic search method shows a 
considerable improvement than text-based search in terms of 
search effectiveness, as recorded by the experiments. Despite 
the effectiveness and accuracy improvement of this approach, 
it has two limitations. First, the proposed search method is 
developed for handling only one-keyword size queries. 
Secondly, the effectiveness of the proposed approach is 
evaluated based on a comparison made with Google as a text-
based search method. To get more accurate result, a 
comparison must be made with another semantic-based search 
method adopting different approach. For future work, 
identifying additional implicit features or heuristics and 
engaging knowledge management to discover knowledge from 
the heuristics information and representing them in user 
profile, may further improve the search results. 
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